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Abstract: The aim of this paper is to study, from an algebraic point of view, the properties of
interdependencies between sets of elements (i.e., pieces of secrets, atmospheric variables, etc.) that
appear in various natural models, by using the algebraic hyperstructure theory. Starting from specific
examples, we first define the relation of dependence and study its properties, and then, we construct
various hyperoperations based on this relation. We prove that two of the associated hypergroupoids
are Hv-groups, while the other two are, in some particular cases, only partial hypergroupoids. Besides,
the extensivity and idempotence property are studied and related to the cyclicity. The second goal
of our paper is to provide a new interpretation of the dependence relation by using elements of the
theory of algebraic hyperstructures.

Keywords: hyperoperation; hypergroupoid; dependence relation; influence; impact

1. Introduction

In many real-life situations, there are contexts with numerous “variables”, which somehow
depend on one another. Consider, for instance, a group of people sharing several secrets, which are
not known to everybody because some subgroups, which overlap arbitrarily, share only some secrets;
or we have several measurement stations, such as those used in weather forecasting, which measure
some data used for predictions for some other places in some future time. In this context, all we
know is that the prediction will somehow depend on some of the measured data, but we do not know
how or exactly on which specific data. This is the same as revealing one secret to one person. Again,
we know that this will have an influence on the overall level of secrecy in our group of people, but it
is rather difficult to tell who will find out what, for the simple reason that neither people nor Nature
act like machines. Alternatively, we can consider a relational database with many relations between
entries, in which updating or deleting an entry will have an influence on the overall validity of the
database. Therefore, a mathematical tool is needed to describe and model such contexts. The notion of
“functional dependence” was used to describe this in the theory of database relations as early as the
1970s; see, e.g., Armstrong [1] or the references of Matúš [2]. In the context of secrets, see, e.g., More
and Naumov [3] and their references.

Now, we will show the precise way of describing this concept mathematically using functional
dependence relations. For an arbitrary finite set H and arbitrary nonempty subsets A, B, C ⊆ H,
we read A ⊲ B as “B depends functionally on A”. This relation is considered reflexive, i.e., if A ⊇ B,
then A ⊲ B, transitive, i.e., if A ⊲ B and B ⊲ C, then A ⊲ C, and an axiom of augmentation is defined for it,
which means that if A ⊲ B, then also A ∪ C ⊲ B ∪ C. In the above-mentioned context of secrets, “a ⊲ b”
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reads as “the value of secret b depends on the value of secret a”, which is equivalent to the fact that the
value of secret a reveals the value of secret b or to the fact that the value of secret a influences the value
of secret b. In the context of sets, we can extend the relation to sets writing A ⊲ B for the fact that the
values of all secrets in the set A reveal the values of all secrets in the set B.

The aim of this paper is to study, from an algebraic point of view, the properties of
inter-dependencies between sets of elements (i.e., pieces of secrets, atmospheric variables, etc.) that
appear in various natural models, by using the algebraic hyperstructure theory. Starting from specific
examples, we first define the relation of dependence, study its properties, and then, we construct various
hyperoperations based on this relation. The second goal of our paper is to provide a new interpretation
of the dependence relation by using elements of the theory of algebraic hyperstructures.

The rest of the paper is organized as follows: In Section 2, the motivation of this study is described,
based on a concrete example related to the measurement of a set of atmospheric variables. Section 3
gathers the definition and main algebraic properties of the new dependence relations that describe
the behavior of the variables modeled in the previous section. An overview of the theory of algebraic
hyperstructures is presented in Section 4, while some applications of the dependence relations to the
theory of hyperstructures are proposed in Section 5. The paper ends with some concluding ideas and
future work related to a numerical interpretation of these dependencies.

2. Motivation

Our paper is motivated not by the context of secrets or database relations, but by the second
above-mentioned context, i.e., weather forecasting using data measured at various measurements
stations. These variables are treated as time-dependent signals, which describe the direction and
speed of wind in the key point of the atmosphere, the turbulent nature of the atmosphere, thermal
stratification, and the local non-homogeneity of particular variables, as well as many other variables.
Existing weather forecasts can only approximate these values even if they are made with a dedicated
modeling system specially tailored for forecasts in fine spatial and temporal resolution over complex
terrain. Obviously, the measured values are interrelated in some ways, some of which can be multiple,
can overlap, depend on one another, etc. Therefore, our first aim is to define a new type of dependence
relation in order to model this context. Then, given the nature of the context, we are going to associate
some algebraic hyperstructures with them and study their properties with the final goal to better
understand the newly-defined dependence relations.

As regards the weather forecasting context, we will treat a specific situation [4,5]. There are four
measurement stations located near Krško nuclear power plant in Slovenia (“Krško NPP”). Out of these,
we get a set of variables describing temperature, wind, humidity, etc., that are also measured in Krško
NPP. Many dependencies can be described, and many of these are redundant or are linked in a certain
way. In order to make the prediction model as simple, accurate, and fast as possible, we need to find
out a “minimal set” of these dependencies that describe as many aspects of the system as possible.

In the existing research [5], the measured data have the form of atmospheric variables originating
from different measurement stations (Brežice measurement station (B), Cerklje measurement station (C),
Cerklje airport measurement station (CA), Krško measurement station (K), Stolp Krško measurement
station at Krško NPP (S)): temperature 2 m above the ground (1), wind speed 10 m above the ground (2),
wind direction 10 m above the ground (3), relative humidity 2 m above the ground (4), air pressure (5),
temperature 10 m above the ground (6), temperature 40 m above the ground (7), temperature 70 m
above the ground (8), and global solar radiation (9). Besides measurements at measurement stations,
we have available also forecasts from a physics-based model, hereafter called the WRF model [5], that
does not correspond exactly to the Krško NPP location. The existing research [5] shows that there are
some links between the values of some of these variables as follows.

The variable representing temperature 2 m above the ground at Stolp Krško measurement station
in the moment k, denoted Sk,1, depends with the nonlinear functional dependence on other variables
as shown in Table 1.
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Table 1. The nonlinear functional dependence of variable Sk,1.

Measurement Station Variable The Time of Sample Notation

Stolp Krško temperature at 2 m k − 2 Sk−2,1
Stolp Krško temperature at 2 m k − 1 Sk−1,1
Stolp Krško global solar radiation k − 2 Sk−2,9
Cerklje temperature at 2 m k − 1 Ck−1,1
Stolp Krško wind speed k − 1 Sk−1,2
Stolp Krško global solar radiation k − 1 Sk−1,9
WRF model temperature at 2 m k Wk,1
WRF model global solar radiation k Wk,9

This can be written as Sk,1 ∼ D(Sk−2,1, Sk−1,1, Sk−2,9, Ck−1,1, Sk−1,2, Sk−1,9, Wk,1, Wk,9). Similarly,
other dependencies exist, and we write all of them as follows (they will be used later in Example 1):

Sk,1 ∼ D(Sk−2,1, Sk−1,1, Sk−2,9, Ck−1,1, Sk−1,2, Sk−1,9, Wk,1, Wk,9) (1)

Sk,6 ∼ D(Sk−2,6, Sk−1,6, Kk−2,1, Ck−1,1, Kk−1,1, Kk−1,2, Wk,1) (2)

Sk,7 ∼ D(Sk−2,7, Sk−1,7, Bk−2,4, Ck−2,1, Ck−2,4, CAk−2,1, Kk−2,2, Kk−2,3, Sk−2,4, Wk,2, Wk,1) (3)

Sk,8 ∼ D(Sk−1,8, Sk−2,8, Ck−2,1, Sk−1,9, Wk,1). (4)

In the notation of the variables, the time of sample k − 1 means it was measured half an hour
in the past, and the time of sample k − 2 means an hour in the past from the present time denoted
as k. All variables’ values are measured at consequent and equidistant time instants k multiplied by
the value of the sampling time, which in our case is half an hour, and are mutually independent and
independent of the values of all other variables.

Since we are interested mainly in developing a new algebra for modeling this context based
on the new dependence relations, at this stage of the research, we do not make use of the existing
numerically-established links discussed, e.g., in [5]. We intend to propose a new algebraic abstract
model for identifying the level of importance of certain variables in the prediction, which will
show which variables can be replaced by others, ignored without influencing the prediction above
a reasonable limit, etc.

3. Properties of Dependence Relations

3.1. Definition of a Dependence Relation

Let H be a finite set of variables of cardinality n, denoted as ai,j, where the double index is
motivated by the above example. There exist several links between some of these variables represented
as dependencies, which we will denote as follows: For an arbitrary k + 1-tuple of variables, denote:

ai0,j0 ∼ D(ai1,j1 , ai2,j2 , . . . , aik ,jk ), (5)

which will be a shortcut for the fact that the variable ai0,j0 depends on the variables on the right-hand
side of the relation, which is equivalent to the fact that the variables on the right-hand side influence
the variables on the left-hand side. Notice, that on the left-hand side, we will always, by definition,
have one variable only. Furthermore, by saying that some components depend on some other ones,
we do not assign any preferences or weights. Therefore, for the time being, the order of elements in the
dependency is not relevant. This leads us to the following rather loose and general definition.
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Definition 1. By a dependence relation, we mean a formula between several variables with a left- and

right-hand side, expressing that the value of the variable on the left-hand side depends (in an unspecific way) on

the values of the variables on the right-hand side.

It is to be pointed out that even though in our considerations, we used the word “relation”, we do
not use it in the established algebraic sense of the n-ary relation with fixed n and standard properties
such as reflexivity, transitivity, etc.

Indeed, consider for example x ∼ D(y, z, t), which can be written as (x, y, z, t) ∈ D (however,
with x always in the first position), suggesting that we work with a relation of arity four. In this case,
reflexivity means that for every x in the considered set (called support set), there is (x, x, x, x) ∈ D,
which in our case would be written as x ∼ D(x, x, x), which in fact has no sense because we always
have only x ∼ D(x), i.e., (x, x) ∈ D. Yet, obviously, in real life, such relations are always reflexive,
i.e., x ∼ D(x) for all x ∈ H. However, since this is a trivial assumption, we will not mention this in
a list of dependencies. If, for a certain element, there exists only the dependence x ∼ D(x), we call x

an isolated element.
Furthermore, rather than the transitivity of our relations, we should consider their compositions of

a specific type. Consider, e.g., three dependencies:

a1,1 ∼ D(a1,2, a2,2, a3,2, a3,5)

a2,2 ∼ D(a2,3, a3,1)

a3,2 ∼ D(a1,2, a3,4)

which can be written as:

a1,1 ∼ D(a1,2, a2,2 ∼ D(a2,3, a3,1), a3,2 ∼ D(a1,2, a3,4), a3,5). (6)

Notice that, in the general case, the relation “∼” is not symmetric because—unless stated explicitly
by another dependency—e.g., the value of a1,1 depends on a1,2, but not vice versa.

Furthermore, we point out that our usage of the language of functional dependencies is rather
loose and only freely inspired by the axiomatic system of Armstrong [1], which is used in database
theory, secrets modeling [3], etc. This is because our motivational example of weather forecasting
has some properties that cannot be assumed under Armstrong’s system. For example, transitivity
or augmentation axioms will make no sense in our context (or would be trivial). Indeed, as far as
augmentation is concerned, regard, e.g., relation a1,2 ∼ D(a2,3, a3,4). This would mean, for example,
that a1,2 ∪ a1,1 ∼ D(a2,3, a3,4, a1,1), i.e., a1,1 depends somehow on a2,3 and a3,4, which need not be true.

3.2. Influence and Impact in a Dependence Relation

If we have the dependence a1,1 ∼ D(a1,2, a1,3, a2,3, a2,1), we read it as “a1,1 depends on
a1,2, a1,3, a2,3, a2,1” without any order preferences. Such a statement is obviously equivalent to saying
“{a1,2, a1,3, a2,3, a2,1} is the set of components of the dependence that has a certain influence on the
element a1,1”. Besides, we always consider that an element has a certain influence on itself, even
though this is not clearly evident in the written form of the dependence, so we will avoid writing
a1,1 ∼ D(a1,1, a1,2, a1,3, a2,3, a2,1). Thus, in this respect, we will speak of influential elements of a1,1 and
write Infl(a1,1) = {a1,1, a1,2, a1,3, a2,3, a2,1}. Notice that the influential elements appear on the right-hand

side of the relation. Elements that do not appear on the right-hand side of any of the dependencies,
but appear on the left-hand side of at least one dependence, will be called non-influential elements.

Now, consider two dependencies: a1,1 ∼ D(a1,2, a1,3, a2,3, a2,1) and a2,3 ∼ D(a1,2, a2,2). We can see
that a1,2 is an influential element of both a1,1 and a2,3 or, in other words, that a1,2 has some impact on
a1,1 and a2,3. We can better describe this property by introducing a new set, Imp(a1,2) = {a1,1, a2,3, a1,2}
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as the set of all elements on which a1,2 has an impact. Thus, such elements will be called elements

influenced by a1,2. Notice that in the relations, such elements appear on the left-hand side.
In other words, for any element x of the support set, we define two sets:

• Infl(x) as the set of all influential elements of x,
• Imp(x) as the set of all elements influenced by x.

Remark 1. Further on, we will often make use of the obvious fact that, for any two elements of the support set

x, y, the fact that y ∈ Infl(x) is equivalent to the fact that x ∈ Imp(y).

Obviously, both of these sets are non-empty because there is always x ∼ D(x), i.e., x ∈ Infl(x) ∩

Imp(x). With respect to the above-discussed isolated elements, it is obvious that x is isolated if and only
if | Infl(x)| = 1 = | Imp(x)|, while there is | Imp(y)| = 1 and | Infl(y)| > 1 for non-influential elements.

3.3. Simple and Composed Dependencies

Another important property of the dependence relation is the composition, which helps us
distinguish between what is intuitively a “simple” dependence and a “composed” one. Consider again
the three dependencies of (6). Instead of:

a1,1 ∼ D(a1,2, a2,2 ∼ D(a2,3, a3,1), a3,2 ∼ D(a1,2, a3,4), a3,5)

we can also write:
a1,1 ∼ D(a1,2, D(a2,3, a3,1), D(a1,2, a3,4), a3,5). (7)

Using the former notation, no information on influential elements is lost, i.e., it still can be seen
that a2,2, a3,2 ∈ Infl(a1,1). However, this information is lost in the latter notation. Anyway, we can call
the above dependence (no matter which notation is used) composed because the symbol D appears
at least two times in the notation. On the other hand, if it appeared only once, as is the case of,
e.g., a3,2 ∼ D(a1,2, a3,4), we would call the dependence simple. We can conclude that the composed
dependencies are obtained from simple ones using composition.

What else can we say about composed dependencies? Let us consider (6) again. We have:

a1,1 ∼ D(a1,2, a2,2 ∼ D(a2,3, a3,1), a3,2 ∼ D(a1,2, a3,4), a3,5)

and we get that:

Infl(a1,1) = {a1,1, a1,2, a2,2, a3,2, a3,4} ∪ {a2,3, a3,1, a1,2, a3,4} = Infld(a1,1) ∪ Infli(a1,1), (8)

where Infld(a1,1) contains the influential elements of a1,1, which appear in a simple dependence of
a1,1. For this reason, we shall call them direct influential elements. The second set of (8), Infli(a1,1), has
a somewhat “indirect” impact on a1,1 since its elements appear in simple dependencies of a2,2 and
a3,2, which are nested in the main considered dependence. This makes us call them indirect influential

elements of a1,1. Notice that the notion of direct or indirect influence is always linked to a given element,
i.e., one element may be simultaneously a direct influential element (of x), as well as an indirect
influential element (of y). Moreover, because there is always x ∼ D(x), we include in the set of the
direct influential elements of x also x itself, even though the trivial dependence is not important in our
considerations, and we call it an improper influential element, while all the other influential elements are
called proper.

3.4. Length and Level of a Dependence Relation

Let us start with a simple dependence D. By the length of D, denoted by length(D), we mean
the number of the distinct elements that influences a given element in D. For example, if there
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is a ∼ D(b1, b2, b3), then length(D) = 3. Consider now a more complicated case of a composed
dependence. Once again, we will use dependence (6), i.e.,

a1,1 ∼ D(a1,2, a2,2 ∼ D(a2,3, a3,1), a3,2 ∼ D(a1,2, a3,4), a3,5)

for which we have seen in (8) that Infl(a1,1) consists of two sets. The length of the dependence D is the
cardinality of the set of proper influential elements, i.e., length(D) = |Infl(a1,1)| = 7.

Furthermore, we can say that a1,1 appears in a dependence of length seven and Level 2, because
the symbol D is nested once (i.e., there is a dependence within a dependence). The level of a simple
dependence is always one, while in a general case, the level of a composed dependence is k when
k − 1 dependencies are nested in one another. In a certain way, this concept is similar to the order of
a differential equation, which is linked to the highest order of the derivative. For example, the level
of the composed dependence a1,1 ∼ D(a1,2, a1,3 ∼ D(a2,3, a3,1 ∼ D(a4,5, a4,1)), a3,2 ∼ D(a1,2, a3,4), a3,5)

is three.

Example 1. Consider the motivating example of this research concerning the atmospheric variables of the five

measurement stations situated near Krško nuclear power plant described in Section 2 and refer to the dependence

relations among them, grouped in Label (1). We immediately can say that four distinct simple dependence

relations of Level 1 exist, with lengths of 8, 7, 11, and, respectively, 5, but this is not the perfect description of

the real model, since each of the four relations holds for each time instant k, so for example, we have also the

dependencies:

Sk−1,8 ∼ D(Sk−2,8, Sk−3,8, Ck−3,1, Sk−2,9, Wk−1,1)

Sk−2,8 ∼ D(Sk−3,8, Sk−4,8, Ck−4,1, Sk−3,9, Wk−2,1),

if we refer only to the last relation in Label (1). In other words, all four dependencies are composed, of superior

levels. However, here, we will ignore this property, because it refers only to the time and not to the name of

the variable.

Regarding the sets of all influential elements of a certain element, we notice that:

In f l(Sk,1) = {Sk,1, Sk−2,1, Sk−1,1, Sk−2,9, Ck−1,1, Sk−1,2, Sk−1,9, Wk,1, Wk,9}

In f l(Sk,6) = {Sk,6, Sk−2,6, Sk−1,6, Kk−2,1, Ck−1,1, Kk−1,1, Kk−1,2, Wk,1}

In f l(Sk,7) = {Sk,7, Sk−2,7, Sk−1,7, Bk−2,4, Ck−2,1, Ck−2,4, CAk−2,1, Kk−2,2, Kk−2,3, Sk−2,4, Wk,2, Wk,1}

In f l(Sk,8) = {Sk,8, Sk−2,8, Sk−1,8, Ck−2,1, Sk−1,9, Wk,1},

while for any element x /∈ {Sk,1, Sk,6, Sk,7, Sk,8}, there is In f l(x) = {x}.

Regarding now the impact sets, those being more significant, containing more than two elements, are:

Imp(Ck−1,1) = {Ck−1,1, Sk,1, Sk,6}

Imp(Ck−2,1) = {Ck−2,1, Sk,7, Sk,8}

Imp(Sk−1,9) = {Sk−1,9, Sk,1, Sk,8}

Imp(Wk,1) = {Wk,1, Sk,1, Sk,6, Sk,7, Sk,8}

Therefore, we can easily identify now:

1. the isolated elements, e.g., Bk,1, Bk,2, Bk,3, Ck,5, CAk,2, CAk,3, etc. and
2. the non-influential elements: Sk,1, Sk,6, Sk,7, Sk,8.

Notice that, in this particular example, we deal with a large number of variables, but unfortunately, we know

only four simple dependence relations among them, which cannot permit better describing the real situation. It is
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clear that more dependencies exist (preferably composed and of superior levels), and a better description of the

interaction (influence) between the involved elements can be obtained.

4. Preliminaries and Notations in Hyperstructure Theory

In the classical algebraic structures, the support sets are endowed with operations (called also
compositions) that associate to a pair (or to an n-tuple) of elements only a single element of the
considered set. The hypercompositional algebra deals with structures obtained as sets endowed with
multi-valued operations, often called hyperoperations or hypercompositions. Thus, these structures are
well known in the literature as hyperstructures, and their study started in 1934 with the definition and
several properties of hypergroups presented by Marty [6] to the Eighth Congress of Scandinavian
Mathematicians. More precisely, considering a non-empty set H and denoting by P∗(H) the set of all
non-empty subsets of H, a hyperoperation on H is a mapping ◦ : H × H −→ P∗(H), and the structure
(H, ◦) is called a hypergroupoid. If we enlarge the codomain of the hyperoperation to the power set
P(H), meaning that the image of some pairs of elements in H could be the empty set, then (H, ◦) is
a partial hypergroupoid. If the hyperoperation satisfies the following axioms:

1. (a ◦ b) ◦ c = a ◦ (b ◦ c) for all a, b, c ∈ H (associativity),
2. a ◦ H = H ◦ a = H for all a ∈ H (reproductivity),

then the hypergroupoid (H, ◦) is a hypergroup. Note that, for any non-empty subsets A, B of H,
there is A ◦ B =

⋃
{a ◦ b; a ∈ A, b ∈ B} and A ◦ a = A ◦ {a} (and similarly, a ◦ A = {a} ◦ A)

for any a ∈ H. A hypergroupoid satisfying the reproductivity is called a quasi-hypergroup, while
a hypergroupoid satisfying the associativity is called a semihypergroup. If the weak-associativity holds,
i.e., a ◦ (b ◦ c) ∩ (a ◦ b) ◦ c 6= ∅ for all a, b, c ∈ H, then (H, ◦) is called an Hv-group. Besides, the
commutativity means that a ◦ b = b ◦ a for any a, b ∈ H.

In the same foundational manuscript on hypergroups theory, Marty [6] also defined two induced
hyperoperations (called the right and left division):

a

|b
= {x ∈ H | a ∈ x ◦ b} and

a

b|
= {x ∈ H | a ∈ b ◦ x},

used by Jantosciak [7] and, later on, by many others researchers, as a/b and b\a, respectively. It is clear
that in a commutative hypergroup, the right and left divisions coincide, being both denoted by a/b.
These induced hyperoperations have a crucial role in the transposition axiom, i.e., a/b ∩ c/d 6= ∅ =⇒

a ◦ d ∩ b ◦ c 6= ∅ for all a, b, c, d ∈ H, introduced by Prenowitz [8] to define the join spaces, used in the
study, from an algebraic point of view, of the descriptive, projective, and spherical geometries. Thus,
a join space is a commutative hypergroup satisfying the transposition axiom, and it has applications
also in graph theory, automata theory, formal languages, etc.

A hyperoperation is called extensive [9,10] (or closed [11]) if the result of the hypercomposition of
two elements always contains both elements, i.e., a, b ∈ a ◦ b for any a, b ∈ H. This aspect has been
recently re-considered and studied in detail by Massouros et al. [12]. Notice that the reproduction
axiom is an important consequence of the extensive property, i.e., any extensive hypergroupoid is
a quasi-hypergroup.

Let us recall now some important roles that the elements of a hypergroupoid can play.
An element a in a hypergroupoid (H, ◦) is called a scalar, if |a ◦ b| = |b ◦ a| = 1 for any b ∈ H.

An element e ∈ H is called a partial identity of H if it is a left identity (i.e., there exists a ∈ H such that
a ∈ e ◦ a) or a right identity (i.e., there exists b ∈ H such that b ∈ b ◦ e). We denote by Ip the set of all
partial identities of H. An element e ∈ H is called an identity if it is simultaneously a left and right
identity in H. Besides, for a given element a ∈ H, a partial identity of a is an element u ∈ H such that
a ∈ a ◦ u ∩ u ◦ a. The element u ∈ H is a partial scalar identity of a whenever from a ∈ a ◦ u ∩ u ◦ a it
follows that a = a ◦ u = u ◦ a. The term “partial” here must not be confused with the “left or right”
(identity), but it must be connected with the fact that the element u has a partial behavior of identity
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with respect to the element a. We denote by Ip (a) the set of all partial identities of a and by Ips (a) the
set of all partial scalar identities of a, while by Sc(H), we denote the set of all scalars of H. It is obvious
that Ips(a) = Ip(a) ∩ Sc(H) for all a ∈ H.

Let (H, ◦) be a hypergroup endowed with at least an identity. An element a′ ∈ H is called
an inverse of a ∈ H if there exists an identity e ∈ H such that e ∈ a ◦ a′ ∩ a′ ◦ a. A hypergroup is called
regular if it has at least one identity and each element has at least one inverse.

The idea of idempotency, important in, e.g., making distinctions between semigroups and groups,
is transferred to hyperstructures in the usual way of inclusion. Notice that some authors, such as
Polat [13], used a more strict definition of idempotency where a ∗ a = {a}. This is motivated by the need
to study geometry-motivated join spaces.

Definition 2. An element a of a semihypergroup (H, ◦) is called an idempotent if a ∈ a ◦ a.

The semihypergroup (H, ◦) is called an idempotent semihypergroup if all its elements are idempotent.

A nonempty subset A of a semihypergroup (H, ◦) is called an idempotent subset if A ⊆ A ◦ A.

We conclude this short overview of hypergroup theory with some aspects regarding the cyclicity,
one of the main notions of algebraic groups and hypergroups. A recently-published insightful study
on this topic can be found in [14]. Here, we recall only the definition given by Vougiouklis [15] and
explained in detail in [14]:

Definition 3. A hypergroup (H, ◦) is called cyclic if, for some h ∈ H, there is:

H = h1 ∪ h2 ∪ . . . ∪ hn ∪ . . . , (9)

where h1 = {h} and hm = h ◦ . . . ◦ h
︸ ︷︷ ︸

m

. If there exists n ∈ N such that Label (9) is finite, we say that H is

a cyclic hypergroup with finite period; otherwise, H is a cyclic hypergroup with infinite period. The element

h ∈ H in Label (9) is called the generator of H, and the smallest power n for which Label (9) is valid is called

period of h. If all generators of H have the same period n, then H is called cyclic with period n. If, for a given

generator h, Label (9) is valid, but no such n exists (i.e., Label (9) cannot be finite), then H is called cyclic with
infinite period. If we can, for some h ∈ H, write:

H = hn, (10)

then the hypergroup H is called single-power cyclic with a generator h. If Label (9) is valid and for all n ∈ N

and, for a fixed n0 ∈ N, n ≥ n0 there is:

h1 ∪ h2 ∪ . . . ∪ hn−1 ( hn, (11)

then we say that H is a single-power cyclic hypergroup with an infinite period for h.

5. Hypergroupoids Associated with Abstract Dependencies

Regarding impact and influence, we can ask about the meaning of the following combinations:

1. t ∈ Infl(u), where u ∈ Imp(x);
2. t ∈ Imp(u), where u ∈ Infl(x);
3. t ∈ Imp(u), where u ∈ Imp(x);
4. t ∈ Infl(u), where u ∈ Infl(x);

For 1 in the list, we have that t ∈ Infl(u) is equivalent to u ∈ Imp(t), and since u ∈ Imp(x),
we have that u ∈ Imp(t)∩ Imp(x). For 2 in the list, we have that t ∈ Imp(u) is equivalent to u ∈ Infl(t),
and since u ∈ Infl(x), we have that u ∈ Infl(t) ∩ Infl(x).
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Thus, 1 and 2 in the list give us motivations for introducing the following hyperoperations:

x ∗1 y = Imp(x) ∩ Imp(y) (12)

x ∗2 y = Infl(x) ∩ Infl(y) (13)

In this way, we can write that:

1. t ∈ Infl(u), where u ∈ Imp(x) ⇒ u ∈ t ∗1 x;
2. t ∈ Imp(u), where u ∈ Infl(x) ⇒ u ∈ t ∗2 x.

Regarding 3 and 4 in the list, we can ask whether these imply—in the case of 3 in the list—that
t ∈ Imp(x), or —in case of 4 in the list—that t ∈ Infl(x). For 3 in the list, we indeed have that
t ∈ Imp(u), where u ∈ Imp(x) ⇒ t ∈ Imp(x) because we have that there exist dependences such that
t ∼ D(u, . . .) and u ∼ D(x, . . .), which means that t ∼ D(u, D(x, . . .), . . .), which is equivalent to the
fact that x ∈ Infl(t), which is equivalent to t ∈ Imp(x). For 4 in the list, we have that this is always
true because we have that there exist dependences u ∼ D(t, . . .) and x ∼ D(u, . . .), which means that
x ∼ D(u ∼ D(t, . . .), . . .). This means that t ∈ Infl(x), or rather t ∈ Infli(x), to be more precise.

We can also ask about the implication of the fact that x ∈ Infl(y) for the sets Imp(x) and Imp(y).

Lemma 1. For an arbitrary pair of x, y ∈ H, the following implication holds: x ∈ Infl(y) ⇒

Imp(y) ⊆ Imp(x).

Proof. First, notice that x ∈ Infl(y) is equivalent to y ∈ Imp(x), which is equivalent to the fact that
there exists a dependence y ∼ D(x, . . .). Now, take an arbitrary u ∈ Imp(y), which is equivalent
to the fact that there exists a dependence u ∼ D(y, . . .). Combined, these two facts mean that
u ∼ D(y ∼ D(x, . . .), . . .), which means that x ∈ Infl(u). However, this is equivalent to u ∈ Imp(x).
In other words, we get that Imp(y) ⊆ Imp(x).

Remark 2. Based on the duality that links impact and influence (see Remark 1), the implication in the above

lemma can be also written as: x ∈ Imp(y) ⇒ Infl(y) ⊆ Infl(x).

As a “complement” of the hyperoperations (12) and (13), we shall regard also the following pair
of hyperoperations:

x ∗3 y = Imp(x) ∪ Imp(y) (14)

x ∗4 y = Infl(x) ∪ Infl(y) (15)

Obviously, since intersections can be empty, hyperstructures (H, ∗1) and (H, ∗2) can be partial
hypergroupoids. However, this is not true for hyperstructures (H, ∗3) and (H, ∗4).

Theorem 1. Hypergroupoids (H, ∗3) and (H, ∗4) are commutative, extensive Hv-groups.

Proof. Commutativity and extensivity are obvious. In order to prove weak associativity, we need
to find an element that, for arbitrary x, y, z ∈ H, belongs to the intersection of (x ∗1 y) ∗1 z and
x ∗1 (y ∗1 z), or (x ∗2 y) ∗2 z and x ∗2 (y ∗2 z), respectively. However, thanks to the extensivity of both
hyperoperations, these elements in question are x, y, z in any case. The validity of the reproductive law
is again a straightforward consequence of extensivity.

Remark 3. Of course, in a general case, the cardinality of the intersection discussed in the proof of Theorem 1 is

greater than just trivially three. Indeed, it is easy to show that it always contains Imp(x) ∪ Imp(y) ∪ Imp(z),
or Infl(x) ∪ Infl(y) ∪ Infl(z), respectively.
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Concentrate now on the idempotence of the above two hyperoperations “∗3” and “∗4”. Obviously,
we have, for n > 2, that x ∗3 . . . ∗3 x

︸ ︷︷ ︸

n

= Imp(x). However, in the case of n = 2, the resulting set depends

on the nature of x.

Lemma 2. If we regard xn = x ∗3 . . . ∗3 x
︸ ︷︷ ︸

n

, then for an arbitrary x ∈ H, we get the following:

xn = x2 = Imp(x)

{

= {x} for isolated or non-influential x

6= {x} for x being an influential element of some y

Proof. It is obvious.

Overall, we get the following:

Lemma 3. As regards hyperoperation “∗3”, there exists n ∈ N, n > 1, such that H = xn if and only if all

elements of H depend on x.

Proof. The fact that H = xn for some x ∈ H and some n ∈ N is equivalent to the fact that for this x,
we have Imp(x) = H. Since Imp(x) ⊆ H, we have to test only that H ⊆ Imp(x). This is equivalent
to the fact that, for all y ∈ H, there is y ∈ Imp(x). However, this means that x ∈ Infl(y) for all y ∈ H;
in other words, the fact that all elements y ∈ H depend on x.

Remark 4. In Lemma 2, we showed that when looking for the smallest exponent n such that H = xn, n cannot

exceed two. This property can be linked to the idea of cyclicity in (semi)hypergroups [14,16,17]. To be more

precise, the Hv-group (H, ∗3) is single-power cyclic with period two. However, notice that Vougiouklis [15]

defined the concept for hypergroups, not for Hv-groups.

If we regard hyperoperation “∗4” instead of “∗3”, we obtain a result similar (yet not the same!) to
Lemma 2. Its proof is again obvious.

Lemma 4. If we regard xn = x ∗4 . . . ∗4 x
︸ ︷︷ ︸

n

, then for an arbitrary x ∈ H, we get the following:

xn = x2 = Infl(x)

{

= {x} for isolated x

6= {x} for non-isolated x

Based on the duality between impact and influence, we straightforwardly obtain the following:

Lemma 5. As regards hyperoperation “∗4”, we have x ∗4 . . . ∗4 x
︸ ︷︷ ︸

n

= x2 = H if and only if x depends on all

elements of H.

Based on the above Theorem 1, the following natural question arises: When do we have x ∗3 y =

{x, y} for any x, y ∈ H (and the like for “∗4”)? The answer is: never, on a set of cardinality greater than

two. Indeed, if there exists at least one dependence relation, e.g., ai,j ∼ D(ak,l), then {ai,j, ak,l} ⊆

Imp(ak,l), and therefore, {ai,j, ak,l , am,n} ⊆ ak,l ∗3 am,n. Therefore, x ∗3 y = {x, y}, or x ∗4 y = {x, y},
only if no dependence relation is defined, meaning that all elements of H are isolated. However,
such a case is trivial and not interesting for our purposes. Recall that Massouros and Mittas [18,
19] called such hypergroups B-hypergroups, where B stands for binary, while Chvalina [9,20] called
them minimal extensive hypergroups. They have been recently used also in the study of breakable
semihypergroups [21].
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The following example deals with the “∗3” hyperoperation defined by (14).

Example 2. Let H = {a1,1, a1,2, a2,2, a2,3, a3,1, a3,2, a3,4, a3,5}, where a1,1 ∼ D(a1,2, a2,2, a3,2, a3,5), a2,2 ∼

D(a2,3, a3,1) and a3,2 ∼ D(a1,2), which means that a1,1 ∼ D(a1,2, a2,2 ∼ D(a2,3, a3,1), a3,2 ∼

D(a1,2, a3,5)). Thus, for this composed dependence of a1,1, there is level(D) = 2 and length(D) =

6 and Infl(a1,1) = Infld(a1,1) ∪ Infli(a1,1) = {a1,1, a1,2, a2,2, a3,2, a3,5} ∪ {a1,2, a2,3, a3,1}, Infl(a2,2) =

Infld(a2,2) = {a2,2, a2,3, a3,1}, Infl(a3,2) = Infld(a3,2) = {a3,2, a1,2}. Regarding impact sets, we have:

Imp(a1,1) = {a1,1}, Imp(a1,2) = {a1,1, a1,2, a3,2}, Imp(a2,2) = {a1,1, a2,2}, Imp(a2,3) = {a2,2, a1,1, a2,3},

Imp(a3,1) = {a2,2, a1,1, a3,1}, Imp(a3,2) = {a1,1, a3,2}, Imp(a3,4) = {a3,4}, Imp(a3,5) = {a1,1, a3,5}.

Notice that Imp(a3,4) = Infl(a3,4) = {a3,4}, i.e., a3,4 is isolated, while Imp(a1,1) = {a1,1} and |Infl(a1,1)| >

1, i.e., a1,1 is a non-influential element. Besides, we get the following hypercomposition table (notice that the

hyperoperation is commutative) represented in Table 2.

Table 2. The hypercomposition table of (H, ∗).

∗ a1,1 a1,2 a2,2 a2,3 a3,1 a3,2 a3,4 a3,5

a1,1 {a1,1}
{a1,1,

a1,2, a3,2}
{a1,1, a2,2}

{a1,1,
a2,2, a2,3}

{a1,1,
a2,2, a3,1}

{a1,1, a3,2} {a1,1, a3,4} {a1,1, a3,5}

a1,2
{a1,1,

a1,2, a3,2}
{a1,1, a1,2,
a2,2, a3,2}

{a1,1, a1,2,
a2,2,a2,3,

a3,2}

{a1,1, a1,2,
a2,2, a3,2

a3,1}

{a1,1,
a1,2, a3,2}

{a1,1, a1,2,
a3,2, a3,4}

{a1,1, a1,2,
a3,2, a3,5}

a2,2 {a1,1, a2,2}
{a1,1,

a2,2, a2,3}
{a1,1,

a2,2, a3,1}
{a1,1,

a2,2, a3,2}
{a1,1,

a2,2, a3,4}
{a1,1,

a2,2, a3,5}

a2,3
{a1,1,

a2,2, a2,3}
{a1,1, a2,2,
a2,3, a3,1}

{a1,1, a2,2,
a2,3, a3,2}

{a1,1, a2,2,
a3,4, a2,3}

{a1,1, a2,2,
a2,3, a3,5}

a3,1
{a1,1,

a2,2, a3,1}
{a1,1, a2,2,
a3,1, a3,2}

{a1,1, a2,2,
a3,1, a3,4}

{a1,1, a2,2,
a3,1, a3,5}

a3,2 {a1,1, a3,2}
{a1,1,

a3,2, a3,4}
{a1,1,

a3,2, a3,5}

a3,4 {a3,4}
{a1,1,

a3,4, a3,5}

a3,5 {a1,1, a3,5}

According to Theorem 1, (H, ∗3) is a commutative, extensive Hv-group. It is obvious that all elements of

H are hyperstructure identities of H, and no element is a scalar identity. Moreover, any influential element of

a given element x ∈ H is a partial identity of x, i.e., Ip(x) = Infl(x). Furthermore, thanks to the extensivity

and the fact that every element of H is a hyperstructure identity, we have that for any x ∈ H, the set of inverses

of x, usually denoted i(x), equals H.

Let us now focus back on hyperoperations “∗1” and “∗2”. We have already mentioned that in the
case of these hyperoperations, we can arrive at partial hypergroupoids. Let us therefore ask when this
can happen.

Lemma 6. If H contains at least one isolated element, or at least one non-influential element x such that

Infl(x) 6= H, then (H, ∗1) is a partial hypergroupoid.

Proof. Let us start with the first hyperoperation. We need to find at least two elements x, y ∈ H such
that x ∗1 y = ∅. It is obvious that we must regard x 6= y. If x is isolated, then Imp(x) = {x}, but at
the same time x 6∈ Imp(y). Therefore, Imp(x) ∩ Imp(y) = ∅. If x is non-influential and Infl(x) 6= H,
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then Imp(x) = {x}, and there exists y ∈ H, y 6= x such that y 6∈ Infl(x), equivalently with x 6∈ Imp(y),
thereby x ∗1 y = ∅.

Lemma 7. If H contains at least one isolated element, then (H, ∗2) is a partial hypergroupoid.

Proof. This is similar to the proof for the hyperoperation “∗1”.

Remark 5. Notice that if H contains at least one non-influential element, the answer regarding partial

hypergroupoid (H, ∗2) is not the same as for hyperoperation “∗1”. Indeed, Infl(x) ∩ Infl(y) = ∅ is equivalent

to the fact that there does not exist an element z ∈ H such that both x and y depend on z, i.e., in the notation of

dependencies, x ∼ D(z, . . .) and simultaneously y ∼ D(z, . . .). Intuitively, this can be linked tot the notion of

“separability”, inner irreducibility [22], or complete hypergroups (e.g., see [23]).

Now, we shall discuss the issue of the extensivity of hyperoperations “∗1” and “∗2”. Suppose that
the hyperoperation “∗1” is extensive. This means that, for all x, y ∈ H, there is {x, y} ⊆ Imp(x) ∩

Imp(y). Since, for all x ∈ H, there is x ∈ Imp(x), the above relation means that x ∈ Imp(y) and
y ∈ Imp(x). However, given Lemma 1, this means that Infl(x) = Infl(y), and that for all x, y ∈ H.
However, x ∈ Imp(y) is equivalent to y ∈ Infl(x), and y ∈ Imp(x) is equivalent to x ∈ Infl(y).
Therefore, we get also that Imp(x) = Imp(y), for all x, y ∈ H. Moreover, from the conjunction
y ∈ Infl(x) and x ∈ Infl(y), we get that {x, y} ⊆ Infl(x) ∩ Infl(y), i.e., the hyperoperation “∗2”
is extensive.

Now, what are the implications of the simultaneous validity of Imp(x) = Imp(y) and Infl(x) =

Infl(y) for all x, y ∈ H? This means that Imp(x) = Infl(x) = H, for all x ∈ H. Thus, for example,
if H = x1, . . . , xn, then we have x1 ∼ D(x1, . . . xn), . . ., xn ∼ D(x1, . . . xn), which means that each
element of H depends on all elements in the set, which is the extreme case opposite the case when all
elements are isolated. Since in real-life contexts, one cannot assume such an extreme case, we will not
assume the extensivity of hyperoperations “∗1” and “∗2” based on the intersections of influential or
impact sets.

Finally, let us mention the idempotence of hyperoperations “∗1” and “∗2”. Since Imp(x)∩ Imp(x) =

Imp(x), it is obvious that x ∗1 . . . ∗1 x
︸ ︷︷ ︸

n

= xn = x2 = Imp(x) for all x ∈ H and n > 2 (and the same

for “∗2”). Thus, we arrive at the same conclusions as for hyperoperations “∗3” and “∗4” in Lemmas 2
and 4.

6. Conclusions and Future Work

The links between binary (or n-ary) relations or fuzzy relations and algebraic hyperstructures
represent currently an important line of research, developed both from a theoretical point of
view [24–27] and also for the applications in social science [28], code theory [29], graph theory [30],
automata theory [22,31], etc. In this article, motivated by the special interdependencies existing
between the variables used for the weather forecasting, we introduced a new type of relation,
called dependence relations, and started the study of their algebraic properties. We associated with
them four hyperoperations and constructed the corresponding hyperstructures, having in mind
providing a new interpretation of these dependencies by using the elements of the theory of algebraic
hyperstructures, i.e., idempotence, cyclicity, extensivity.

Notice that, in our context, some properties of the dependencies such as length or the cardinality
of the sets Imp(x) or Infl(x) can be better described by numerical values, which can be then compared
or ordered using the standard ordering of natural/real numbers. Moreover, this comparison can
be applied not only to the given dependencies, but also to their pairs. For example, we can look
for all dependencies whose length exceeds the maximum of lengths of two given dependencies,
or all dependencies such that the cardinality of their impact sets is greater than the minimum of
the cardinalities of the impact sets of two given dependencies, etc. This technique is similar to
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the one employed, e.g., in Chvalina [20], Chapter 6 or Massouros and Mittas [18] in the theory
of automata, where lengths of compound words were studied from this perspective. Notice also
that Al Tahan and Davvaz [32] used this technique to construct cyclic hypergroups of an arbitrary
braid group of n brands. In this respect, we may in fact directly apply many results regarding
EL-hyperstructures [10,14,33]. Besides, the aspect regarding the influence of one element on the
others can numerically be characterized by a parameter, called the degree of influence of an element
with respect to another element, which can be interpreted easily as “the higher degree the stronger
dependence”, because the dependence on direct influential elements is stronger, i.e., more significant,
than the dependence on indirect influential elements. These are only some initial proposals to
describe numerically the relations among the elements within this kind of dependencies. In our
future work, we intend to better define them and also connect them with fuzzy set theory and graph
theory. Regarding the second one, we may associate a directed graph with arcs (x, y) whenever
y ∈ Imp(x), that is a reflexive transitive graph, with Imp(x) the out-neighborhood of x and Infl(x) its
in-neighborhood.
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