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Abstract

When commissioning or restarting a system after a maintenance action there is a need to properly tune the decision
thresholds of the diagnostic system. Too low or too high thresholds may implicate either missed alarms or false alarm
rates. This paper suggest an efficient data-driven approach to optimal setting of decision thresholds for a PEM fuel
cell system based solely on data acquired from the system in reference state of health (i.e. under fault free operation).
The only design parameter is the desired false alarm rate. Technically, the problem reduces to analytically determining
the probability distribution of the fuel cell’s complex impedance and its particular components. Employing pseudo-
random binary sequence perturbation signals, the distribution of the impedance is estimated through the complex
wavelet coefficients of the fuel cell voltage and current. The approach is validated on a PEM fuel cell system subjected
to various faults.
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1. Introduction

Like any other item of equipment the reliability and
durability of proton exchange membrane (PEM) fuel
cells is affected by faults on various components [1, 2].
These faults include corrosion of the electrodes and
degradation of membranes [3–6], catalyst and mem-
brane poisoning [7–10], and water management faults
(i.e. flooding of gas channels and membrane dry-
ing) [11–13]. Timely detection and diagnosis of these
faults is of great importance for future employment of
PEM fuel cell technology on larger scale [14, 15].

Majority of faults that may occur on PEM fuel cells
can be detected with multitude of approaches based
on electrochemical impedance spectroscopy (EIS) [16–
21]. EIS characterization of fuel cell flooding and mem-
brane drying was reported by plethora of authors [22–
28]. Portion of these authors used EIS measurement
data to directly detect faults [26–28], meanwhile others
proposed model based approaches [22–25]. Employ-
ing somehow more advanced approach, Kadyk et al.
[29, 30] proposed a non-linear extension of the EIS di-
agnostic approach with non-linear frequency response
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analysis (NFRA) to diagnose fuel cell flooding and
membrane dehydration. In addition to the detection
of water management faults, Le Canut et al. [27] and
Kadyk et al. [31] also tackled detection of anode cat-
alyst poisoning with CO by employing more complex
NFRA. All these numerous studies confirm that vari-
ous PEM fuel cell faults can be observed through EIS
impedance measurements. Therefore, an autonomous
and effectual condition monitoring system for fuel cells
can be implemented by using EIS features.

To the best of the authors’ knowledge, at this stage
of PEM fuel cell diagnostic’s development, using EIS
features for condition monitoring requires beforehand
EIS characterisation of fuel cell behaviour under normal
and faulty operation. Having such data, one can set up
threshold values that mark the border between fault free
and faulty regions.

However, performing such characterisation proce-
dures may be infeasible in many practical situations,
since they may lead to irreversible damage of the fuel
cell system (e.g. extensive drying and CO poison-
ing [1, 2]). Moreover, due to variation in parameters
from one fuel cell to another, once the EIS data is ob-
tained for one particular fuel cell, there is no straight-
forward way to transfer this particular knowledge to an-
other cell without conducting new complete set of char-
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acterisation procedure. Therefore a vital question arises
how to design a condition monitoring system employing
measurements conducted solely under fault free (nor-
mal) operation of a fuel cell.

Implementing an effective condition monitoring sys-
tem can significantly improve the operation of in-the-
field fuel cell power units [32]. Many of the prob-
lems for designing an effective condition monitoring
system have been addressed in the context of mechani-
cal systems [33, 34]. The main difficulty is to determine
the statistical properties of the selected features and
model their behaviour under faulty conditions [35, 36].
Achieving this goal has significant practical importance
for any system integrator.

Addressing the issue of beforehand characterisation,
this paper proposes a systematic approach for determin-
ing the bounds of the fault free region of operation with-
out inducing any faults. In the proposed approach the
fuel cell impedance is considered as a complex ran-
dom variable. The corresponding probability distribu-
tion functions are derived, allowing complete statisti-
cal characterisation of the behaviour of the complex
impedance. As a result, the only design parameter is
the desired false alarm rate, which is intuitive and very
well understood even by non-specialists in the area of
condition monitoring. The effectiveness of the proposed
approach was evaluated on a 8.5 kW PEM fuel cell sub-
jected to various water management faults.

The first step towards specifying the fault free region
is the analysis of the statistical properties of the fea-
ture set as described in Section 2. Using these statistical
properties the method for calculating the bounds of the
fault free region as well as the overall condition indica-
tor are presented in Section 3. Experimental evaluation
of the proposed condition indicator is presented in Sec-
tion 4.

2. Statistical properties of the fuel cell impedance

Fuel cell electrical impedance is a complex variable
that is defined as a frequency domain ratio of the volt-
age to the current. Regarding the fuel cell system as
linear and time invariant one, the electrical impedance
can be referred as its transfer function which has a de-
terministic nature for each frequency. However, when
dealing with real world scenarios the observed fuel cell
system is influenced by external disturbances, which are
generally modelled as stochastic signals [37], as shown
in Figure 1. Since these disturbances are in many cases
unmeasurable, their influence is incorporated into the
model thus making the mapping between the current
and voltage a stochastic one. Therefore, the observed

electrical impedance should be treated as a complex ran-
dom variable.

Fuel Cell
Z(jω)

i(t) u(t)

disturbances
. . .

Figure 1: Representation of fuel cell system excited by
current and affected by disturbances

In order to properly describe the electrical impedance
as a complex random variable, the first step is determin-
ing its probability distribution function. For that pur-
pose the fuel cell system can be excited using pseudo-
random binary sequence (PRBS) signal [38]. Follow-
ing the procedure described by Debenjak et al. [38], the
impedance characteristic can be efficiently estimated by
using the complex wavelet coefficients of the continu-
ous wavelet transform of the fuel cell’s current i(t) and
voltage u(t) using the Morlet mother wavelet, which is
used in a variety of fields [38–41].

2.1. Continuous wavelet transform using the Morlet
wavelet

The continuous wavelet transform (CWT) of a square
integrable function f (t) ∈ L2(R) is defined as [42]:

W f (s, u) =
〈

f (t), ψu,s(t)
〉

=

∫ ∞

−∞

f (t)ψ∗u,s(t) dt, (1)

where ψu,s(t) is a scaled and translated version of the
mother wavelet ψ(t):

ψu,s(t) =
1
√

s
ψ

( t − u
s

)
. (2)

The wavelet coefficients (1) describe the analysed signal
f (t) on the time-scale plane. The conversion between
scale s and frequency f is straightforward and depends
on the selection of the mother wavelet (2). Therefore, in
the remaining of the paper instead of scale s all subse-
quent relations will rely on actual frequency f .

For the impedance estimation, one needs information
about the instantaneous amplitude and phase of the elec-
trical current i(t) and voltage u(t). Therefore, the Mor-
let wavelet was chosen as a mother wavelet (2), which
reads [43]:

ψ(t) = π−1/4
(
e jω0t − e−ω

2
0/2

)
e−t2/2, (3)

whereω0 is the ratio between the highest and the second
most highest peak and is usually set to ω0 = 5.
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The Morlet wavelet (3) is an analytical function i.e.
it has only positive frequencies. As a result, the wavelet
coefficients W f (t, f ) in (1) are complex values and at
each time translation t and frequency f the wavelet co-
efficients give the instantaneous amplitude and phase.

2.2. PRBS as excitation signal
PRBS can be regarded as sufficiently close to station-

ary random noise whose amplitude probability distribu-
tion is Gaussian [44]. Analysing such a signal with con-
tinuous wavelet transform preserves its statistical prop-
erties with in the wavelet coefficients. As a result the
complex wavelet coefficients of the measured current
i(t) and voltage u(t) for a particular frequency can be
regarded as zero-mean Gaussian circular complex ran-
dom variables:

Wi(t, f ) = <{Wi(t, f )} + j={Wi(t, f )}
Wu(t, f ) = <{Wu(t, f )} + j={Wu(t, f )},

(4)

where Wi(t, f ) and Wu(t, f ) are the complex wavelet co-
efficients of the current i(t) and voltage u(t) respectively.
Basic definitions about complex circular random vari-
ables are given in the Appendix B.

Due to the circularity of the complex random vari-
ables as well as the statistical properties of the PRBS
signal, the complex wavelet coefficients have the fol-
lowing properties:

<{Wi(t, f )},={Wi(t, f )} ∼ N(0, σ2
i )

<{Wu(t, f )},={Wu(t, f )} ∼ N(0, σ2
u).

(5)

Using the complex wavelet coefficients (5), the
impedance at particular frequency f = f0 can be cal-
culated as a ratio of the complex wavelet coefficients as:

z(t) =
Wu(t, f )
Wi(t, f )

∣∣∣∣∣
f = f0

= zr + jzi. (6)

2.3. Probability distribution of the complex impedance
z(t)

The ratio of two independent circular Gaussian com-
plex random variables is a known result [45]. However,
the current i(t) and voltage u(t) are correlated. This cor-
relation can be expressed with the covariance matrix

Σ =

[
σ2

u ρσuσi

ρ∗σuσi σ2
i

]
, (7)

where ρ = ρr + jρi is complex correlation coefficient,
such as |ρ| ≤ 1. As a result the distribution of the ratio
(6) reads [46]:

fz(z) =
1 − |ρ|2

πσ2
uσ

2
i

 |z|2
σ2

u
+

1
σ2

i

− 2
ρrzr − ρizi

σuσi

−2

, (8)

The location of the mode of fz(z) depends on the corre-
lation coefficient ρ. For ρ = 1/2 + j1/4 the shape of (8)
is shown in Figure 2.
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Figure 2: Contour plot of the probability density func-
tion (8) for ρ = 1/2 + j1/4

2.4. Probability distribution functions of the real zr and
imaginary zi impedance components

The distribution of the real zr and imaginary zi com-
ponents of the impedance (6) can be derived from the
distribution (8). The probability distribution functions
of the imaginary component zi reads [46]:

fzi (zi|ρr, ρi) =

(
1 − |ρ|2

)
σ2

xσy

2
((

1 − ρ2
r
)
σ2

x + 2ziρiσxσy + z2
i σ

2
y

)
3/2

(9)
For the real component zr the probability distribution
function has the same shape and reads:

fzr (zr |ρr, ρi) = fzi (zr | − ρi,−ρr). (10)

The shape of the (9) and (10) are shown in Fig-
ures 3(a) and 3(b).

2.5. Probability distribution function of the impedance
amplitude |z(t)|

Besides the probability distribution of the real zr and
imaginary zr components of the impedance in many
cases the module of the complex impedance can be
used as a feature in the process of condition monitor-
ing. For the circular Gaussian complex random vari-
ables (5), their corresponding modules |Wu(t, f0)| and
|Wi(t, f0)| are distributed with Rayleigh distribution as:

|Wu(t, f0)| ∼ Rayleigh(σu)
|Wi(t, f0)| ∼ Rayleigh(σi).

(11)
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(c) Distribution function of the module of the impedance (12)

Figure 3: Probability distribution functions of particular
impedance components

As the current i(t) and voltage u(t) are correlated, the
probability distribution function of the module of the
ratio (6) reads [47]:

p|Z|(|z|) =
2σ2

i σ
2
u(1 − ρ2)|z|(σ2

i |z| + σ2
u)[

(σ2
i |z|

2 + σ2
u)2 − 4ρ2σ2

uσ
2
i |z|

2
]3/2 , |z| ≥ 0,

(12)
where |ρ| ≤ 1 is the correlation coefficient, as defined
in (7). The probability distribution function (12) is pos-
itively skewed and defined on the non-negative semi

axis. A typical realisation of the probability distribution
function (12) is shown in Figure 3(c).

2.6. Parameter estimation
The probability distribution functions (8), (9) and

(12) depend on three parameters σu, σi and the corre-
lation coefficient ρ. These parameters can be easily es-
timated through the covariance matrix (7) by using the
calculated wavelet coefficients as:

E{Wu(t, f0)Wu(t, f0)∗} =
σ2

u

2

E{Wi(t, f0)Wi(t, f0)∗} =
σ2

i

2

E{Wi(t, f0)Wu(t, f0)∗} =
σuσi

2
ρ.

(13)

The histogram of the impedance components and
its module, using a single realisation of the complex
wavelet coefficients (5), are shown in Figure 3. Using
the estimated parameters σu, σi and ρ, the correspond-
ing probability distribution functions clearly correspond
to the empirically estimated histograms.

3. Fuel cell condition indicator based on the proba-
bility of false alarm

The statistical properties of the complex impedance
are completely determined by estimating the parameters
(13) using the data from the fault free operation. Decid-
ing whether the fuel cell’s condition deteriorated can be
performed by calculating the probability of observing
a particular impedance value. Determining the optimal
values at which the deterioration can be regarded as sig-
nificant is of great importance for an autonomous condi-
tion monitoring system. The most commonly used cri-
terion for determining these boundary values selection
is low probability of false alarm (PFA) [35].

Condition monitoring system based on low PFA will
raise alarms only when the condition of the fuel cell is
suboptimal. Having derived the probability distribution
functions (9) and (12), determining optimal boundary
values based on low PFA is straight forward and can be
defined as:

T = 1 − F−1(PFA) = 1 − inf{F(z) ≥ PFA}, (14)

where F(z) is the cumulative distribution function of ei-
ther (9) or (12)1 and z is the corresponding impedance
component. This approach was used for calculating the
thresholds values in Figure 3 for PFA=10%.

1Corresponding cumulative distribution functions are derived in
the Appendix A.
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3.1. Condition indicator
Selected threshold values (14) can be additionally

used for mapping the complex impedance values into
an so-called condition indicator (CI). It is an abstract
feature defined on the interval [0,∞) that can be directly
related to the condition of the system [35]. For a healthy
system CI should acquire low values, typically CI = 0.
As the condition deteriorates, the value of CI should
increase in accordance with the severity of the fault(s)
present in the system. Using PFA value, the value of
CI are typically scaled in such a way that values close
to one should indicate imminent failure. Having such
a feature value with fixed threshold determining immi-
nent failure has two major advantages:

1. it gives an unified and scale-free view of the overall
system condition and

2. its trend can be used for prognostics i.e. estimation
of the remaining useful life.

In the context of fuel cells, the presence of fault can
either increase or decrease certain impedance compo-
nents. Therefore, for fault free operation the value of
the CI will be in the middle of the region bounded by
thresholds at certain PFA, as shown in Figure 3.

The mapping into the corresponding CI can be easily
achieved by using the cumulative distribution functions
of either (9) or (12) for the corresponding impedance
components. As a result the impedance components of
the fault free region will acquire values in the vicinity
of 1/2. Setting the maximal value for the CI to be the
chosen PFA, the final scaling relation reads:

CI = 2 × (1 − PFA)−1
∣∣∣∣∣F(z) −

1
2

∣∣∣∣∣ , (15)

where F(z) is the cumulative distribution function of
the corresponding impedance component, as derived in
the Appendix A.

4. Experimental evaluation

4.1. Experimental setup
The test bed incorporated a PEM fuel cell power unit,

electronic load, arbitrary function generator, voltage
and current measurement equipment, and desktop com-
puter. The measurements were performed on a commer-
cially available PEM fuel cell system HyPM HD 8 pro-
duced by Hydrogenics Corporation. The stack consists
of 80 PEM fuel cells each with surface area of 200 cm2,
providing 8.5 kW of electric power in total. The fuel
cell system operates on pure hydrogen and ambient air.

The electronic load was used to simulate real electri-
cal load and to perturb the fuel cell system with PRBS
perturbation signal in galvanostatic mode. The e-load’s
current was controlled by an arbitrary function gener-
ator, which was generating the PRBS reference signal.
Block diagram of the experimental setup is presented in
Figure 4.

Function
Generator

Electronic
Load

Fuel Cell
Stack

FC Voltage
Monitor

Impedance
Analysis

&
Condition
Monitoring

80 FCs
voltages

+
–

+
–

Figure 4: Block diagram of the experimental setup.

Voltage and current signals were measured with an
in-house developed fuel cell voltage monitor (FCVM)
presented in Figure 5 [23]. The top view of the Figure 5
shows the printed circuit board of the FCVM. The board
is mounted directly on top of the stack and the galvanic
contacts to all the fuel cells are implemented by spring
contact probes, which are visible in the side view of the
Figure 5. The FCVM provides the means for fast and
accurate measurements of voltage and current signals
of any individual fuel cell inside the stack (the contacts
to all fuel cells of the stack are clearly seen at the bot-
tom edge of Figure 5). The FCVM utilizes a Hall-effect
current sensor to measure current, and an analogue cir-
cuitry to precisely measure changes in voltage of any
individual fuel cell inside the stack.

The FCVM enables measurement of voltage and cur-
rent signals with the resolution of 80 µV and 10 mA,
respectively, at sampling frequency of 5 kHz. It has a
frequency range of up to 660 Hz. The FCVM contains
a CAN bus interface for data transmission to external
device (e.g. personal computer). Signal processing and
computational algorithms were performed on a PC.

4.2. Experimental procedure
During the experiments, the fuel cell system was

kept at constant operating and environmental condi-
tions. The fuel cell stack temperature and the stoichiom-
etry were kept constant by the built-in controller sup-
plied by the fuel cell manufacturer Hydrogenics at 50◦C
and 2.5, respectively. At the cathode side, the temper-
ature and relative humidity of the inlet air were mea-
sured with Vaisala HMP235A transducer and controlled
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top view

side view

spring contacts

printed circuit board

stack positive
terminal

stack negative
terminal

Figure 5: Top and side view of the FCVM connected to
a 8.5 kW PEM fuel cell system.

by external PID controllers. The temperature of the air
flow was kept constant at 50◦C and the relative humidity
changed in order to introduce drying or flooding accord-
ingly. At the anode side, the fuel cell was fed with pure
and dry hydrogen at constant temperature of 20◦C. The
DC current operating point Idc was set to 70 A resulting
in the stack voltage of 55 V, whereas the amplitude of
the superposed PRBS waveform was set to 2 A. As such,
the peak-to-peak amplitude was 4 A and therefore small
enough not to cause difficulties due to non-linearity of
the PEM fuel cells. Figure 6 shows time plots of cur-
rent and voltage signals of a PEM fuel cell during mea-
surements. Current was measured as an absolute value,
whereas the fuel cell voltage was measured as differen-
tial value.

During the experiment, an acquisition of measure-
ments occurred every 40 seconds. The experiment went
through five stages. In the first stage of approx. 11 min-
utes, 18 measurements were performed in the fault free
state at which the relative humidity of the inlet air was
kept at 9% (which at 50◦C corresponds to 7.5 g/m3 -
grams of water per cubic meter of air). Then, air fed to
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Figure 6: Measured current and voltage signals during
the experiment.

the fuel cell was slightly dried down to relative humidity
of 5% (4.1 g/m3) for about 10 minutes, between the 12th

and the 22nd minute, in order to induce membrane dry-
ing, and again humidified to 9%. Afterwards, between
the 34th and the 58th minute, saturated air with relative
humidity of 100% (83 g/m3), was fed into the fuel cell
system inducing flooding of fuel cells. Finally, the air
humidity was decreased down to the initial 9%. Using
such a cycle we were able to determine the response of
the cell under different fault scenarios with various fault
severity. These stages of the experiment are clearly in-
dicated in Figure 7.

4.3. Time evolution of particular impedance compo-
nents

Using the complex wavelet coefficients (4), cal-
culated from the initial fault free operation signals,
the parameters of probability distribution functions
(8) and (12) were estimated employing (13). With the
estimated parameters, the threshold values were calcu-
lated for four different PFA = {25%, 20%, 15%, 10%}.
The resulting thresholds for each impedance component
are shown in Figure 7. The threshold values clearly de-
fine the fault free region.

The first departure from the fault free condition was
between the 12th and the 22nd minute, when the fuel
cell was fed with somewhat drier air (5% relative hu-
midity). In that particular region the real component
of the impedance increased and surpasses the thresh-
old of 70%, as shown in Figures 7(a) and 7(b). Simi-
lar observation can be made also for the module of the
impedance, as shown in Figure 7(c). Despite the minute
changes in the relative humidity of the inflow air, there
are clear change in the value of the impedance, with
30% probability of false alarm. Without the threshold
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Figure 7: Trend of impedance components throughout
the experiment

values such a quantification would have been impossi-
ble.

Unlike the minor changes caused by the mild de-
crease in the humidity, the flooding with 100% satu-
rated air inflow shows significant changes in al three
impedance components. The values of<(z) and |z|, be-
tween the 34th and the 58th minute, indicate that the con-
dition of the fuel cell departed from the fault free area,
with less then 10% probability of false alarm, as shown
in Figures 7(a) and 7(c). The change in the imaginary

component =(z) is somewhat smaller, the probability of
false alarm is less then 30%.

Finally, when the relative humidity of the air inflow
was returned to normal the impedance components re-
turned to the initial values within the fault free region.

4.4. Time evolution of the CI

The time evolution of the CI (15) of the impedance
module |z| is shown in Figure 8. The values of the CI
were calculated using the mapping relation (15) with
PFA = 90%.
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Figure 8: Trend of CI of |Z| throughout the experiment

By analysing this time evolution one can notice that
during the fault free operation CI acquires low values.
As the first fault was induced, the values of CI increased
up to 0.5, which indicates that the condition of the fuel
cell deteriorated. The acquired value of 0.5 clearly
shows departure from fault free operation while in the
same time is inline with the low severity of the induced
drying, relative humidity change of 8%. Unlike the low
severity of the drying fault, during the flooding phase
of the experiment, the value of CI surpasses the limit
value of 1. The overwhelming flooding of the system is
directly reflected in the high value of the CI. Finally, at
the end of the experiment, when the air condition was
back to nominal, the values of CI decreased indicating
almost fault free operation.

The results confirm the behaviour of CI. It is suffi-
ciently sensitive on deviation in the condition of the wa-
ter management. In the same time its value is directly
related to the severity of the deviation with respect to
the selected PFA.

5. Conclusion

Observing the impedance of a fuel cell in the con-
text of random variables, this paper specifies probability
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distribution functions of the real and imaginary compo-
nents as well as its module. Using the data solely from
the fault free operation, one can estimate the free pa-
rameters of these distribution functions. As a result,
threshold values defining the fault free region can be
calculated by specifying a specific probability of false
alarm.

Determining the threshold values using the probabil-
ity of false alarm has significant practical merit. For
each of the measured impedance components one can
calculate the probability of false alarm and use this
value as an indicator of confidence that the current con-
dition of the fuel cell has sufficiently departed from the
fault free region. Furthermore, the proposed condition
indicator scaled with the chosen PFA is directly related
to the fault severity and can be used for both fault detec-
tion as well as estimation of the remaining useful life.
The evaluation of the proposed method confirms that the
calculated condition indicator based on the PFA corre-
sponds to the severity of the induced faults.
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Appendix A. Cumulative distribution functions

Appendix A.1. Cumulative distribution function of zi

According to Baxley et al. [46] integrating out zr

from (8) results into the following cumulative distribu-
tion function:

Fzi (zi|ρr, ρr) =
1
2

+
ρiσu + ziσi

2
√(

1 − ρ2
r
)
σ2

u + 2ziρiσuσi + z2
i σ

2
i

(A.1)
Solution of (A.1) for arbitrary y = PFA reads:

zi =
−2(y − 1)yρiσuσi

2(−1 + y)yσ2
i

±

√
(1 − 2y)2(y − 1)y

(
|ρ|2 − 1

)
σ2

uσ
2
i

2(−1 + y)yσ2
i

(A.2)

Appendix A.2. Cumulative distribution function of |z|
The cumulative distribution function that corresponds

to (12) reads [47]:

F|z|(z) =
1
2
−

σ2
u − z2σ2

i

2
√

4z2 (
1 − ρ2)σ2

i σ
2
u +

(
σ2

u − z2σ2
i

)
2
,

(A.3)
where z ≥ 0. Solution of (A.3) for y = PFA reads:

z = σu

−1 + 2y − 2y2 + (1 − 2y)2ρ2

2(−1 + y)yσ2
i

±
(1 − 2y)

√
−1 + ρ2

√
(1 − 2y)2ρ2 − 1

2(−1 + y)yσ2
i

1/2 (A.4)

Appendix B. Circular complex random variables

A Gaussian complex random variable can analysed
through its real and imaginary components

Z = X + jY, (B.1)

where both X and Y and real Gaussian random variables.
In order for the complex Gaussian random variable Z to
be circular the following conditions have to be fulfilled
[48]:

E[Z2] = E[X2] − E[Y2] + jE[XY] = 0. (B.2)

As both X and Y are Gaussian random variables in order
for (B.2) to be fulfilled

E[X2] = E[Y2]
E[XY] = 0.

(B.3)

Therefore the random variables X and Y are independent
with same variance.

Appendix B.1. Circularity of spectral components
A stationary random signal can be represented using

Cramer representation [49]:

x(t) =

∫ ∞

−∞

e jωtdZ(ω), (B.4)

where dZ(ω) are complex random variables directly re-
lated to the signals power spectrum with the following
properties:

E[dZ(ω)] = 0, E[dZ(ω1)dZ(ω2)] = 0, for ω1 , ω2.
(B.5)

Therefore for stationary signals the complex random
variables dZ(ω) are circular [48].
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