Neural Network Acoustic Model for Recognition of Czech Speech
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Abstract: This paper describes the use of artificial neural networks, namely multilayer perceptrons, in the task of automatic recognition of Czech utterances. A speaker independent continuous speech recognition system called LASER (LICS Automatic Speech Extraction/Recognition) is being developed at the laboratory of intelligent communication systems (LICS), University of West Bohemia which takes advantage of the application of neural networks.

Today’s most successful speech recognition systems are based on hidden Markov models with Gaussian mixtures as acoustic models. The task of an acoustic model is to provide a "soft" decision (e.g. assign probability) about which class of speech sounds does a small segment of speech belong to. While Gaussian Mixture are the most widely and successfully used solution (e.g. in the Hidden Markov Toolkit (HTK), see [1]) they have some well known limitations. It has been shown for example by [2] that neural networks when employed as acoustic models have some advantages over the more traditional Gaussian mixtures.

We have run a series of tests with both HTK and LASER software to determine the practical advantages and disadvantages of both approaches with the corpora of Czech speech utterances that we have available. Both Neural and Gaussian mixture acoustic models led to almost the same recognition accuracy, but the neural network approach required about four times less trainable parameters than the one with Gaussian Mixtures. This means that the response times of our recognizer are significantly lower than those of the HTK based system applied to the same task while maintaining similar recognition accuracy.

There are several drawbacks of the neural network approach, the most severe one is that the training is about ten times slower than training of a similar system with Gaussian mixtures. But while the training is computationally expensive, the trained recognizer runs well even on slower machines such as PDAs.

References