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Abstract: This paper presents a method for developing computationally-efficient surrogate
models for the spread of air pollution. Mitigating the pollution of Seveso-type accidents and
designing evacuation scenarios require long-term prediction, which is obtained with numerical
simulations of the spread of air pollution. Sophisticated simulation programs frequently
possess high computational load and are not suitable for real-time computational studies and
experiments. Data-driven surrogate models that are computationally fast are used for such
investigations. We propose a grid of independent dynamical Gaussian-process models (GP-
GIM) to simulate the spread of atmospheric pollution. This is demonstrated using a realistic
example of limited complexity based on a thermal power plant in Šoštanj, Slovenia. The results
show an acceptable behaviour match between the surrogate and original models, with a tenfold
decrease in computational load. This confirms the feasibility of the proposed method and makes
the resulting surrogate model suitable for further experiments.
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1. INTRODUCTION

This paper will investigate a method to develop a compu-
tationally efficient alternative model for the spread of air
pollution.

Computational acceleration can be accomplished by build-
ing an approximation of the system’s model known as
a surrogate model, metamodel, emulator, or simulator.
Developing surrogate models (Jiang et al., 2020) is an
engineering method used when we cannot quickly compute
the system’s model response of interest. The method can
reduce the computational cost required for various compu-
tationally intensive analyses. Data-driven approaches are
frequently used for developing the surrogate model. The
surrogate model, also the low-fidelity model, is identified
from the input-output response of the original, also high-
fidelity, simulation model. We capture the behaviour of the
original mathematical model in the area of interest with
appropriately selected excitation signals.

Surrogate models have been used in different fields of
science for various tasks (Alizadeh et al., 2020), includ-
ing in atmospheric sciences for air-pollution modelling.
The goals of developing surrogate models in air-pollution
modelling range from predicting spatial deposition, e.g.,
(Gunawardena et al., 2021; Mendil et al., 2022) to quan-
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tifying uncertainty, e.g., (Francom et al., 2019). The core
of all these applications from the literature is to replace a
computationally intensive model with a faster alternative.
Still, each is slightly different regarding the purpose of the
model or the methods used. However, the surrogate models
listed use only information about the present and not the
past and are, therefore, not dynamic models. One possible
reason is that using data from earlier time instants would
significantly increase the size of the input space.

A surrogate model tackling a similar problem as in this
study, but based on decision trees, is described in (Kocijan
et al., 2022a). The added value of using Gaussian-process
models in this study is a measure of prediction confidence
depending on the data used for the model training.

Problem statement In Europe, serious accidents involving
dangerous chemicals are prevented and controlled by the
Seveso Directive (European Commission, 2020). Seveso-
type industrial installations and nuclear power plants
have the potential for accidents with severe consequences,
especially when releases occur in complex terrain. In such
an accident, rapidly available forecasts would be required
due to the immense environmental and population impact.
The problem we describe is developing a data-driven
surrogate model to simulate the spread of pollutants from
a single source over complex terrain. The spread of air
pollution in complex environments is typically modelled
and simulated using the Lagrangian particle dispersion
model (Girard et al., 2020), which is accurate enough but
computationally expensive. Moreover, spread models are
dynamic models, so they add complexity.
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Juš Kocijan ∗,∗∗ Nadja Hvala ∗ Boštjan Grašič ∗∗∗
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∗∗∗ MEIS d.o.o., Šmarje-Sap, Slovenia

Abstract: This paper presents a method for developing computationally-efficient surrogate
models for the spread of air pollution. Mitigating the pollution of Seveso-type accidents and
designing evacuation scenarios require long-term prediction, which is obtained with numerical
simulations of the spread of air pollution. Sophisticated simulation programs frequently
possess high computational load and are not suitable for real-time computational studies and
experiments. Data-driven surrogate models that are computationally fast are used for such
investigations. We propose a grid of independent dynamical Gaussian-process models (GP-
GIM) to simulate the spread of atmospheric pollution. This is demonstrated using a realistic
example of limited complexity based on a thermal power plant in Šoštanj, Slovenia. The results
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have the potential for accidents with severe consequences,
especially when releases occur in complex terrain. In such
an accident, rapidly available forecasts would be required
due to the immense environmental and population impact.
The problem we describe is developing a data-driven
surrogate model to simulate the spread of pollutants from
a single source over complex terrain. The spread of air
pollution in complex environments is typically modelled
and simulated using the Lagrangian particle dispersion
model (Girard et al., 2020), which is accurate enough but
computationally expensive. Moreover, spread models are
dynamic models, so they add complexity.

We aim to develop dynamic surrogate models that can
provide rapid predictions with indications of uncertainty
for the spread of air pollution. If surrogate models of
potentially important Seveso objects are available in ad-
vance, emergency services can use weather forecasts during
disasters to quickly compute spread forecasts. The study is
targeted at the ground layer as that is where most people
are exposed and which is the most complex layer due to
the effects of topography and land use. Investigations for
higher layers using the same methods and corresponding
data can also be performed.

Contribution We propose a dynamic input-output sur-
rogate modelling method of continuous pollution at the
origin of a complex terrain based on meteorological vari-
ables obtained from a digital weather forecasting system
or other meteorological information sources.

The contribution of the study is twofold: A method for
designing an alternative air-pollution spread model based
on the input meteorological variables and the 2D represen-
tation of relative pollutant concentrations at the output as
a grid of independent Gaussian-process dynamic models
(GIMs) for each output cell, and quick and applicable
case study demonstration of the method presented in the
Seveso-type point release simulation of pollutants over
complex terrain.

The focus is on developing a surrogate model that reduces
the computational load of the prediction, approximates
the overall simulation response with acceptable accuracy
and provides information about the uncertainty of the
prediction model. The accuracy of predictions in particular
points is of secondary importance.

The following section describes the air-pollution La-
grangian particle dispersion model at the selected location
with complex terrain. Section 3 describes the Gaussian-
process model and its use for solving the fast-spread pre-
diction problem. Results are discussed in Section 4, and
conclusions are gathered in Section 5.

2. SIMULATION MODEL

The case study to demonstrate the development of a
surrogate model for pollution spread is the thermal power
plant Šoštanj. A regular and continuous source of sulfur
dioxide (SO2) pollutant emission with unit value has been
assumed and can be sized, if necessary, to correspond
to actual situations. The location of the Šoštanj power
plant is at the edge of the Velenje basin in Slovenia.
The Alps surround it to the north and northwest. The
basin consists of narrow valleys crossed by rivers and
thus presents a very complex topography. Winds are more
assertive on the upper levels and weaker in the basin.
Temperature inversions in winter and other circumstances
further complicate the situation.

Pollution dispersion in such a complex terrain has been
successfully modelled using the Lagrangian particle dis-
persion model (Mlakar et al., 2015), which represents
an appropriate method to deal with the complexity of
the landscape. The Lagrangian particle dispersion model
SPRAY (Castelli et al., 2018) was combined with the MIN-
ERVE (Finardi et al., 1998) diagnostic mass consistent

wind-field model, and the SURFPRO (Finardi et al., 1997)
meteorological preprocessor. Inputs to the Lagrangian par-
ticle dispersion model are meteorological variables from
different weather stations or weather forecasting programs,
numerical data of terrain elevation, and land cover data for
the area.

Instead of using all weather variables as described in
(Mlakar et al., 2015), we simplified the weather situation
as follows. The temperature, wind speed and direction
signals are provided only at two altitudes of 10 m and
500 m, at the location of the thermal power plant Šoštanj,
and the global solar radiation. The output variable is
the relative concentration of the pollutant. Relative con-
centration (s/m3) used is the ratio between the absolute
concentration of a pollutant in µg/m3 and the emission
rate (kg/s) (Mlakar et al., 2019). This makes it possible
to rescale the outcome to any other form of pollutant
emission. We studied the region of 15×15 km described
with 50×50 = 2500 square cells of 300×300 m each.

The Lagrangian particle dispersion model simulation soft-
ware is run on an i9 desktop with MS Windows operating
system. The specified computer model calculated each
response from half an hour prediction interval in about
a few tens of seconds. Such computational performance
is too slow to be used for numerical testing, which would
be necessary for real-time accident prediction and espe-
cially not for long-term predictive studies because the
computation time increases linearly with the length of the
forecast horizon. This is why a surrogate model has to be
developed.

3. SURROGATE MODEL

3.1 The grid of independent models - GIM

Air-pollution spread is a dynamic system, and it makes
sense that the surrogate model is also dynamic. The static
model will only be an approximation of the immediate
dynamic model. The goal of the entire system’s model is
to forecast extended time periods, so long-term forecasting
and the entire system’s model have as many outputs as
there are cells in the grid. The general schema of the GIM
is shown in Figure 1. In our case study, each model in the

Fig. 1. The scheme of GIM with models’ inputs and
outputs indicated
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The contribution of the study is twofold: A method for
designing an alternative air-pollution spread model based
on the input meteorological variables and the 2D represen-
tation of relative pollutant concentrations at the output as
a grid of independent Gaussian-process dynamic models
(GIMs) for each output cell, and quick and applicable
case study demonstration of the method presented in the
Seveso-type point release simulation of pollutants over
complex terrain.

The focus is on developing a surrogate model that reduces
the computational load of the prediction, approximates
the overall simulation response with acceptable accuracy
and provides information about the uncertainty of the
prediction model. The accuracy of predictions in particular
points is of secondary importance.

The following section describes the air-pollution La-
grangian particle dispersion model at the selected location
with complex terrain. Section 3 describes the Gaussian-
process model and its use for solving the fast-spread pre-
diction problem. Results are discussed in Section 4, and
conclusions are gathered in Section 5.

2. SIMULATION MODEL

The case study to demonstrate the development of a
surrogate model for pollution spread is the thermal power
plant Šoštanj. A regular and continuous source of sulfur
dioxide (SO2) pollutant emission with unit value has been
assumed and can be sized, if necessary, to correspond
to actual situations. The location of the Šoštanj power
plant is at the edge of the Velenje basin in Slovenia.
The Alps surround it to the north and northwest. The
basin consists of narrow valleys crossed by rivers and
thus presents a very complex topography. Winds are more
assertive on the upper levels and weaker in the basin.
Temperature inversions in winter and other circumstances
further complicate the situation.

Pollution dispersion in such a complex terrain has been
successfully modelled using the Lagrangian particle dis-
persion model (Mlakar et al., 2015), which represents
an appropriate method to deal with the complexity of
the landscape. The Lagrangian particle dispersion model
SPRAY (Castelli et al., 2018) was combined with the MIN-
ERVE (Finardi et al., 1998) diagnostic mass consistent

wind-field model, and the SURFPRO (Finardi et al., 1997)
meteorological preprocessor. Inputs to the Lagrangian par-
ticle dispersion model are meteorological variables from
different weather stations or weather forecasting programs,
numerical data of terrain elevation, and land cover data for
the area.

Instead of using all weather variables as described in
(Mlakar et al., 2015), we simplified the weather situation
as follows. The temperature, wind speed and direction
signals are provided only at two altitudes of 10 m and
500 m, at the location of the thermal power plant Šoštanj,
and the global solar radiation. The output variable is
the relative concentration of the pollutant. Relative con-
centration (s/m3) used is the ratio between the absolute
concentration of a pollutant in µg/m3 and the emission
rate (kg/s) (Mlakar et al., 2019). This makes it possible
to rescale the outcome to any other form of pollutant
emission. We studied the region of 15×15 km described
with 50×50 = 2500 square cells of 300×300 m each.

The Lagrangian particle dispersion model simulation soft-
ware is run on an i9 desktop with MS Windows operating
system. The specified computer model calculated each
response from half an hour prediction interval in about
a few tens of seconds. Such computational performance
is too slow to be used for numerical testing, which would
be necessary for real-time accident prediction and espe-
cially not for long-term predictive studies because the
computation time increases linearly with the length of the
forecast horizon. This is why a surrogate model has to be
developed.

3. SURROGATE MODEL

3.1 The grid of independent models - GIM

Air-pollution spread is a dynamic system, and it makes
sense that the surrogate model is also dynamic. The static
model will only be an approximation of the immediate
dynamic model. The goal of the entire system’s model is
to forecast extended time periods, so long-term forecasting
and the entire system’s model have as many outputs as
there are cells in the grid. The general schema of the GIM
is shown in Figure 1. In our case study, each model in the

Fig. 1. The scheme of GIM with models’ inputs and
outputs indicated
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GIM is a Gaussian-process (GP) model forming a GP-GIM
model.

3.2 Gaussian-process model

Gaussian-process model and its development (Rasmussen
and Williams, 2006) can be described as follows.

Let y = f(X) + ε be a model with the matrix of ob-
served inputs X ∈ Rn×D, latent function f , and ob-
served output vector y ∈ Rn, where n is the number
of observed data points. The observed output vector is
presumed to be subject to white noise εi ∼ N (0, σ2

n).
Vector f = [f(x1), f(x2), . . . , f(xn)]

T defines the vector of
latent function values where xn represents the n-th row
of X. The GP is then used to describe the prior over
the vector of latent function values f . It is defined as a
collection of random variables, any finite number of which
have a joint Gaussian distribution. It is specified by a mean
function m(xi) and a covariance function k(xi,xj)

m(xi) = E[f(xi)], (1a)

k(xi,xj) = E[(f(xi)−m(xi))(f(xj)−m(xj))]. (1b)

The distribution over the vector of latent function values
f is defined with

p(f |X,θ) =N (



m(x1)

...
m(xn)


 ,



k(x1,x1) . . . k(x1,xn)

...
. . .

...
k(xn,x1) . . . k(xn,xn)


)

=N (µf ,Kff ), (2)

where θ represents the hyperparameters, i.e., parameters
of the mean and the covariance function with added
likelihood noise. The likelihood is defined with p(y|θ) =
N (f ,Kff + σ2

nI), where y is a noisy observation of f and
σ2
n represents the variance of the likelihood noise. Without

the loss of generality, the mean function is often selected
as m(X) = 0. The selection of the covariance function
is more important as it incorporates our prior belief in
the modelled function. A possible choice of the covariance
function is the squared exponential covariance function

k(xi,xj) = σ2
fe

− 1
2l2

||xi−xj ||2 , (3)

where l represents a length scale parameter and σf is a
scaling factor. Other covariance functions can be found
in (Kocijan, 2016). In the case of the covariance function
presented with equation (3), the hyperparameters are
defined as θ = Thel].

Learning Hyperparameters To find the hyperparameters
θ, we first define a joint distribution of the observed and
the unobserved vector of latent function values. Let f∗
denote a vector of latent function values at the unobserved
input x∗. The joint distribution p(f , f∗|θ) is Gaussian and
defined by

p(f , f∗|X,x∗,θ) = N (0,

[
Kff Kf∗
K∗f K∗∗

]
), (4)

where Kff ,Kf∗,K∗∗ represent the covariance matrices
between the training inputs, training and the test inputs,
and between the test inputs respectively. Joint distribution
in equation (4) defines a prior, which is transformed to the
posterior given the observed data

p(f , f∗|X,x∗,y,θ) =
p(y|f ,θ)p(f , f∗|X,x∗,θ)

p(y|θ)
. (5)

The conditional dependency on X,x∗, and θ are hereafter
omitted for a more compact notation. Hyperparameters
can be determined with the maximisation of the marginal
log-likelihood in the denominator of equation (5) defined
by log p(y) = − 1

2 log(|Kff |) − 1
2y

TK−1
ff y − n

2 log(2π),
with respect to θ. Learning the hyperparameters has a
computational complexity ofO(n3), which limits the use of
GPs for large datasets. The presented model is also limited
to single-output and static problems.

Prediction The posterior distribution is obtained with
the marginalisation over p(f∗|y) =

∫
p(f , f∗|y)df . The

mean and the variance of the predictive distribution can
be evaluated in closed-form

µ∗(p(f∗|y)) = K∗f [Kff + σ2
nI]

−1y, (6a)

σ2
∗(p(f∗|y)) = K∗∗ −K∗f [Kffσ

2
nI]

−1Kf∗. (6b)

Variational GP-NARX Model To reduce the compu-
tational complexity of GP models, sparse approxima-
tions consider m pseudo-input datapoints at location xm

with the corresponding vector of latent function values
u = [u1, . . . , um]. Assuming conditional independence of
f and f∗ given u, their joint prior is approximated by
p(f , f∗) ∼=

∫
p(f |u)p(f∗|u)p(u)du, where the distribution

over the vector of latent function values conditioned on
pseudo-input data points is given by

p(f |u) = N (KfuK
−1
uuu,Kff −Qff ), (7a)

p(f∗|u) = N (K∗uK
−1
uuu,K∗∗ −Q∗∗), (7b)

where Qab = KauK
−1
uuKub. The model is completely speci-

fied and has a closed-form solution given the conditionals.
The computational complexity of sparse approximations
can be reduced to O(nm2) with further assumptions (Ras-
mussen and Williams, 2006).

Variational Learning of Hyperparameters For a single-
output model, variational learning lower bounds the
marginal log-likelihood, approximating the joint distri-
bution p(f ,u|y) by q(f ,u) = p(f |u)q(u), where q(u) ∼
N (u|m,Λ) is chosen to be a free variational distribution.
The parameters of the variational model are obtained
by minimizing the Kullback-Leibler divergence between
the variational distribution q(f ,u) and the exact distribu-
tion p(f ,u|y). The lower bound is defined by log p(y) ≥
Eq(f)

[
log p(y|f)

]
− KL

[
q(u)||p(u)

]
. To find the optimal

parameters of the free variational distribution q(u), the
bound can be maximized with respect to the free vari-
ational distribution (Titsias, 2009) to obtain an optimal
q(u) ∼ N (m,Λ), where

m = Λ−1K−1
uuKufyσ

−2
n , (8a)

Λ = K−1
uu +K−1

uuKufKfuK
−1
uuσ

−2
n . (8b)

The lower bound after finding the free variational distri-
bution is defined by

log p(y) ≥ log [N (y|0,Qff + σ2
nI)]−

1

2σ2
n

tr(Kff −Qff ),

(9)
where Qff = KfuK

−1
uuKuf .

The variational lower bound has a computational complex-
ity of O(nm2). The number of pseudo-input data points m

can be seen as a trade-off parameter between the model’s
accuracy and computational complexity.

Prediction The predictive distribution is obtained with
marginalizing over the free variational distribution p(f i∗) =∫
p(f i∗|u)q(u)du. The predictive distribution has a closed-

form solution and is defined by

µ∗(p(f
i
∗)) = K∗uK

−1
uum

i, (10a)

σ2
∗(p(f

i
∗)) = K∗∗ −K∗uK

−1
uuKu∗ +K∗uK

−1
uuΛK−1

uuKu∗,
(10b)

where mi = Λ−1K−1
uuKufy

iσ−2
n and Λ is shared between

dimensions and was previously defined with equation (8b).

3.3 The modelling procedure

The procedure for developing the GIM model in our case
is as follows (Kocijan et al., 2022a).

• The development of a Lagrangian particle dispersion
model with accuracy that is suitable for the purpose
of the model.

• Generate a dataset with the Lagrangian particle dis-
persion model for surrogate modelling.

• Select a data-driven modelling method to be used.
• Select a structure of a surrogate model (regressors,
regression method, etc.).

• Data-driven modelling of a large number of indepen-
dent models, one for each cell of interest.

• The validation of the surrogate model’s prediction
with data not used for modelling.

3.4 Constraints and assumptions

The problem of modelling a system with a large num-
ber of outputs can be solved by dimensionality reduction
methods, e.g. (Girard et al., 2020). The alternative so-
lution is to split the model into many submodels, as in
the case in (Gunawardena et al., 2021; Carnevale et al.,
2012), assuming that the outputs of individual cells can be
well modelled without interactions with neighbouring cells.
This also means the predicted variance is not continuous
over the cells. The results described below suggest that
this working hypothesis provides relevant results.

The surrogate model development usually starts with gen-
erating input samples intelligently distributed throughout
the input space. The optimal experimental design or active
learning is a standard method for it. In the case of mod-
elling atmosphere, the input variables used for modelling
are generally meteorological variables. In our case, the
values at the input were not obtained with the designed
experiment. Instead, we used weather forecasts from a
digital weather simulator. This was because the actual
combinations of input-variable values cannot fill all the
subspaces of the input-variable space. After all, not all
possible combinations are viable, and many combinations
never occur. We, therefore, use data from available meteo-
rological sources and not from optimal experimental design
or active learning. Consequently, the amount of utilised
data is not optimally distributed, and a large amount of
data is needed to include relevant information.

3.5 Performance metrics

The modelling performance was evaluated with selected
cost functions. The first one is chosen to assess time-
dependent predictions of every submodel in the entire sys-
tem compared to the original system. This cost function is
the standardised mean-squared error – SMSE (Rasmussen

and Williams, 2006): SMSE = 1
N

‖y−E(ŷ)‖2

σ2
y

, where y is

the vector of observations, E(ŷ) is the mean value of
estimations ŷ, σ2

y is the variance of observations and N is
the number of observations. Pearson correlation coefficient
R and the coefficient of determination R2 are also given
for comparison.

In our case, the presentation of pollution spread at ground
level is a two-dimensional field - an image of the spread.
Consequently, the second selected cost function, the statis-
tical coefficient of the pollution space analysis, is the figure
of merit in space – FMS (Mosca et al., 1998) also known

as the Jaccard similarity coefficient FMS =
A1

⋂
A2

A1

⋃
A2

, where

A1 and A2 represent the measured and predicted pollution
areas, respectively. FMS is calculated at each time point,
with a fixed threshold concentration level distinguishing
two types of concentration values. Therefore, it does not
confirm the concentration level but the pollution level. An
FMS value close to 1 corresponds to a good performance
of the model. Low FMS does not necessarily reflect poor
model performance due to the moving pollution plumes.
Therefore, the FMS value should be evaluated using a
graphical representation of the regions measured A1 and
modelled A2.

4. MODELLING AND RESULTS

The data for training, validation and testing are collected
by simulation of the Lagrangian particle dispersion model.
More details about the simulation model to be replaced are
in (Mlakar et al., 2015). The data series contains three-year
data (July 2018 - July 2021) with a sampling period of 30
minutes.

This set of more than 52,500 data points has been divided
into training, validation and testing sets. To get as much
data as possible for the training, we split the data into
51 subsets, one of which (June 2021 - July 2021) was
immediately used as a test dataset. The rest of the data is
used for training and validation (July 2018 - May 2021).

We chose Finite Impulse Response (FIR)model struc-
ture(Kocijan, 2016) for our submodels because too many
outputs would make autoregressive models very inconve-
nient. The number of input lags corresponds to the time
during which the impulse excitation response diminishes.
Since air-pollution spread is a nonlinear process, we used a
nonlinear Gaussian-process FIR (GP-NFIR) model. Gaus-
sian process models are chosen because of the random
variable at the output; the variance of this variable can be
interpreted as a measure of confidence in the prediction.
Other appropriate modelling methods can be used for the
same purpose. The structure of the GP model for each cell
includes a squared-exponential covariance function with
automatic relevance determination, a zero mean function,
and 257 pseudo-input data points. These parameters are
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can be seen as a trade-off parameter between the model’s
accuracy and computational complexity.

Prediction The predictive distribution is obtained with
marginalizing over the free variational distribution p(f i∗) =∫
p(f i∗|u)q(u)du. The predictive distribution has a closed-

form solution and is defined by

µ∗(p(f
i
∗)) = K∗uK

−1
uum

i, (10a)

σ2
∗(p(f

i
∗)) = K∗∗ −K∗uK

−1
uuKu∗ +K∗uK

−1
uuΛK−1

uuKu∗,
(10b)

where mi = Λ−1K−1
uuKufy

iσ−2
n and Λ is shared between

dimensions and was previously defined with equation (8b).

3.3 The modelling procedure

The procedure for developing the GIM model in our case
is as follows (Kocijan et al., 2022a).

• The development of a Lagrangian particle dispersion
model with accuracy that is suitable for the purpose
of the model.

• Generate a dataset with the Lagrangian particle dis-
persion model for surrogate modelling.

• Select a data-driven modelling method to be used.
• Select a structure of a surrogate model (regressors,
regression method, etc.).

• Data-driven modelling of a large number of indepen-
dent models, one for each cell of interest.

• The validation of the surrogate model’s prediction
with data not used for modelling.

3.4 Constraints and assumptions

The problem of modelling a system with a large num-
ber of outputs can be solved by dimensionality reduction
methods, e.g. (Girard et al., 2020). The alternative so-
lution is to split the model into many submodels, as in
the case in (Gunawardena et al., 2021; Carnevale et al.,
2012), assuming that the outputs of individual cells can be
well modelled without interactions with neighbouring cells.
This also means the predicted variance is not continuous
over the cells. The results described below suggest that
this working hypothesis provides relevant results.

The surrogate model development usually starts with gen-
erating input samples intelligently distributed throughout
the input space. The optimal experimental design or active
learning is a standard method for it. In the case of mod-
elling atmosphere, the input variables used for modelling
are generally meteorological variables. In our case, the
values at the input were not obtained with the designed
experiment. Instead, we used weather forecasts from a
digital weather simulator. This was because the actual
combinations of input-variable values cannot fill all the
subspaces of the input-variable space. After all, not all
possible combinations are viable, and many combinations
never occur. We, therefore, use data from available meteo-
rological sources and not from optimal experimental design
or active learning. Consequently, the amount of utilised
data is not optimally distributed, and a large amount of
data is needed to include relevant information.

3.5 Performance metrics

The modelling performance was evaluated with selected
cost functions. The first one is chosen to assess time-
dependent predictions of every submodel in the entire sys-
tem compared to the original system. This cost function is
the standardised mean-squared error – SMSE (Rasmussen

and Williams, 2006): SMSE = 1
N

‖y−E(ŷ)‖2

σ2
y

, where y is

the vector of observations, E(ŷ) is the mean value of
estimations ŷ, σ2

y is the variance of observations and N is
the number of observations. Pearson correlation coefficient
R and the coefficient of determination R2 are also given
for comparison.

In our case, the presentation of pollution spread at ground
level is a two-dimensional field - an image of the spread.
Consequently, the second selected cost function, the statis-
tical coefficient of the pollution space analysis, is the figure
of merit in space – FMS (Mosca et al., 1998) also known

as the Jaccard similarity coefficient FMS =
A1

⋂
A2

A1

⋃
A2

, where

A1 and A2 represent the measured and predicted pollution
areas, respectively. FMS is calculated at each time point,
with a fixed threshold concentration level distinguishing
two types of concentration values. Therefore, it does not
confirm the concentration level but the pollution level. An
FMS value close to 1 corresponds to a good performance
of the model. Low FMS does not necessarily reflect poor
model performance due to the moving pollution plumes.
Therefore, the FMS value should be evaluated using a
graphical representation of the regions measured A1 and
modelled A2.

4. MODELLING AND RESULTS

The data for training, validation and testing are collected
by simulation of the Lagrangian particle dispersion model.
More details about the simulation model to be replaced are
in (Mlakar et al., 2015). The data series contains three-year
data (July 2018 - July 2021) with a sampling period of 30
minutes.

This set of more than 52,500 data points has been divided
into training, validation and testing sets. To get as much
data as possible for the training, we split the data into
51 subsets, one of which (June 2021 - July 2021) was
immediately used as a test dataset. The rest of the data is
used for training and validation (July 2018 - May 2021).

We chose Finite Impulse Response (FIR)model struc-
ture(Kocijan, 2016) for our submodels because too many
outputs would make autoregressive models very inconve-
nient. The number of input lags corresponds to the time
during which the impulse excitation response diminishes.
Since air-pollution spread is a nonlinear process, we used a
nonlinear Gaussian-process FIR (GP-NFIR) model. Gaus-
sian process models are chosen because of the random
variable at the output; the variance of this variable can be
interpreted as a measure of confidence in the prediction.
Other appropriate modelling methods can be used for the
same purpose. The structure of the GP model for each cell
includes a squared-exponential covariance function with
automatic relevance determination, a zero mean function,
and 257 pseudo-input data points. These parameters are
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arbitrarily determined based on a trade-off between model
accuracy and GP-GIM training time. A cross-validation
study on a single cell shows no significant difference in
results when other covariance functions that provided top
results are used.

The seven available input signals are used as inputs to the
model, while the output is the relative concentration of
SO2 at each cell. The number of input lags was selected
in the previous study (Kocijan et al., 2022a). We used the
same lag on all inputs. The best SMSE and FMS results
were obtained with a lag of 4 samples, corresponding to a
lag of up to two hours. It is conceivable that the two-hour
transient contains the most information about pollution
spread.

The final structure was, therefore, as follows:

• nonlinear FIR model structure,
• 7 signals as inputs, each lagged up to 4 timesteps, i.e.
2 hours, which results in 28 regressors.

The models of GP-GIM have been trained each as a single-
input single-output dynamic model and not altogether as a
multiple-input multiple-output model. The complete data
set without test data was used for training. Tensorflow
in Python script was used to train and test the resulting
model.

Two examples of images taken in two different weather
conditions in the test data are shown in Figures 2 and 3.
A complete set of test-data responses can be seen in a video
(Kocijan et al., 2022b). The visual agreement between the
predictions of the independent submodels and the original
Lagrangian particle dispersion model is relatively good for
our demonstration. The confidence of predictions is also
clear from the Figures and indicates the reliability and
trustworthiness of the results. Although there are no visual
differences between the variances in Figures 2 and 3, a
closer numerical inspection confirms that the figures are
unequal.

The SMSE of predictions on the test set for each submodel,
i.e. each of the 2500 cells, can be used to evaluate the
accuracy of predictions. The average SMSE across the
independent models is 0.5443, with R2 = 0.4557 and R
= 0.6750. These indicators are relatively low, but the
inspection of the video (Kocijan et al., 2022b) shows that
the primary dynamics of spread are well caught, while the
computation of predictions is efficient.

The FMS values indicate the matching of the land coverage
among the surrogate and original model at each time point
in the test data sequence. The average FMS over time is
0.484.

The Lagrangian particle dispersion model was run on a
dedicated computer (Intel Core i9 10900 @ 5.60 GHz,
32 GB RAM). The surrogate model was run on another
computer (Intel Core i7 8700HQ CPU @ 3.70 GHz, 32 GB
RAM) utilising the available GPU. The comparison due to
circumstances can, therefore, only be made qualitatively.
To predict about 1000 data samples, the original spread
model took about 35,000 seconds on a dedicated computer,
while the surrogate model took about 650 seconds (54
times less). The computational load increased proportion-
ally with the number of predictions in both cases. This very

Fig. 2. An example of a weather situation with a strong
wind from test data. The original-model response is
in the left-top figure, and the GIM surrogate-model
mean response is in the right-top figure. The scale
is identical for both figures. GIM surrogate-model
variance response is in the left-bottom figure, and the
prediction error is in the right-bottom figure.

Fig. 3. An example of a weather situation with a weak
wind from test data. The original-model response is
in the left-top figure, and the GIM surrogate-model
mean response is in the right-top figure. The scale
is identical for both figures. GIM surrogate-model
variance response is in the left-bottom figure, and the
prediction error is in the right-bottom figure.

crude comparison shows that predictions by the surrogate
model are much faster than predictions by Lagrangian
particle dispersion models.

The surrogate model’s training takes considerable, but still
acceptable, time that is in the range of several hours. The
computational cost of model training increases with the
number of training data sets, as stated in Section 3.

The obtained results can be compared to those of (Kocijan
et al., 2022a), where models based on ensembles of deci-
sion trees are used for modelling a similar problem with
higher dimension (100×100 cells). While numerical results

are similar, the advantage of GP modelling is additional
information on prediction variances, and the disadvantage
is a more considerable computational burden.

5. CONCLUSION

A method for developing a surrogate model to replace
the air-pollution Lagrangian particle dispersion model for
computationally-intensive applications is proposed in the
paper. We demonstrated a grid of independent dynam-
ical Gaussian-process models, which computationally fa-
cilitates numerical experiments. The resulting surrogate
model can be used for long-term predictions or compu-
tationally intensive analyses instead of the Lagrangian
particle dispersion model of air pollution.

The accuracy of the proposed surrogate model depends
on the amount of training data used and its informa-
tion content. While the computational load of surrogate-
model training increases with the amount of training data
nonlinearly, the computational load for prediction in the
proposed model rises linearly. The computational burden
of the surrogate model’s prediction is much lower than that
of the original Lagrangian particle dispersion model.

This study has used a different method than other studies
using surrogate models for air-pollution spread, but the
methods are difficult to compare on very different case
studies. The contribution is the use of dynamic models and
the utilisation of variances as confidence measures in 2D
predictions of the surrogate model. These variances can be
utilised for mining more data points where variances are
relatively high. The idea of using a grid of models has been
used before, but the proposed dynamic GP-based GIM for
solving the modelling problem of interest is novel.

Future work will encompass different pollution situations
and different model structures for better accuracy and
improved computational efficiency.
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are similar, the advantage of GP modelling is additional
information on prediction variances, and the disadvantage
is a more considerable computational burden.

5. CONCLUSION

A method for developing a surrogate model to replace
the air-pollution Lagrangian particle dispersion model for
computationally-intensive applications is proposed in the
paper. We demonstrated a grid of independent dynam-
ical Gaussian-process models, which computationally fa-
cilitates numerical experiments. The resulting surrogate
model can be used for long-term predictions or compu-
tationally intensive analyses instead of the Lagrangian
particle dispersion model of air pollution.

The accuracy of the proposed surrogate model depends
on the amount of training data used and its informa-
tion content. While the computational load of surrogate-
model training increases with the amount of training data
nonlinearly, the computational load for prediction in the
proposed model rises linearly. The computational burden
of the surrogate model’s prediction is much lower than that
of the original Lagrangian particle dispersion model.

This study has used a different method than other studies
using surrogate models for air-pollution spread, but the
methods are difficult to compare on very different case
studies. The contribution is the use of dynamic models and
the utilisation of variances as confidence measures in 2D
predictions of the surrogate model. These variances can be
utilised for mining more data points where variances are
relatively high. The idea of using a grid of models has been
used before, but the proposed dynamic GP-based GIM for
solving the modelling problem of interest is novel.

Future work will encompass different pollution situations
and different model structures for better accuracy and
improved computational efficiency.
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