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ABSTRACT

We present a new method of data assimilation with the aim of correcting the forecast of the maximum values of ozone in regional photo-chemical models for the areas over very complex terrain using multilayer perceptron artificial neural networks. Up until now all these models have been used as a single model for one location when forecasting concentrations of air pollutants. We propose how to construct a much more ambitious model - where the same model - one model - can be used at several locations - the model is spatially transferable and is valid for the whole 2D domain. To achieve these goals we have introduced three novel ideas. The new method improved on average by 10 % in the correlation at measurement-station locations, and improving by roughly 5 % elsewhere.
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1. Introduction

Forecasting ozone concentrations above complex terrain is still a current and somewhat unresolved issue. The established method is to use 3D photochemical models in combination with suitable NWP models (Kim et al., 2010). Despite its usefulness, the method does have certain flaws (Hogrefe et al., 2001).

One of the reported flaws is its biased and inaccurate forecasting of the maximum ozone concentrations for the following day or days (Curier et al., 2012; Dutot et al., 2007; Gong and Ordieres-Meré, 2016; Porter et al., 2015). It is this very information that is important in planning outdoor activities for the parts of the population who are affected by the ozone, experiencing acute or chronic health issues. Studies show the non-linear nature of ozone-health effects relationship (Schlink et al., 2006).

Operational 3D photochemical models are regional by nature. This means that they are intended for notifying populations in large areas. Which is why their spatial resolution is poor, and the local inhomogeneity is not noticeable in the model. However, averaging over spatially large cells usually smooth and lowers the maximum concentrations in the event of inhomogeneous conditions (Božnar et al., 2014a).

One of the possible approaches to improving the forecasting of the key piece of information, the maximum hourly concentration for the following day, is data assimilation. The aim of this data assimilation is to use the additional input data, i.e. local ground measurements or satellite observations, to improve the forecasting of the 3D photochemical model, as is demonstrated in the paper by Messina et al. or Zoogman (Messina et al., 2011; Zoogman et al., 2014). There are several ways of implementing data assimilation.

Examples of these are empirical analysis schemes, least square methods, linear multivariate statistical methods and others (Park et al., 2014). An overview of methods for data assimilation can be found in the literature, e.g. (Kalnay, 2003).
Data assimilation for areas over complex terrain is especially challenging, as the connections between influential variables and forecasts are decidedly nonlinear.

In this paper we will present a new nonlinear data assimilation method of detailed atmospheric conditions in the 2D results of a photochemical model.

The proposed data assimilation method is implemented using an artificial neural network, more precisely a multilayer perceptron (MLP), which is a universal approximator for complex nonlinear systems (Hornik et al., 1989; Kůrková, 1992).

We presented and evaluated the method on the example of forecasting the daily maximum ozone values for the area of Slovenia. Due to Slovenia’s complex terrain, at the junction of the Alps, Pannonian Basin, Dinaric and coastal region by the Adriatic, this represents a particularly difficult challenge for all types of modelling of atmospheric events. This applies not only to weather forecasting, but also to the dispersion of air pollution in the atmosphere from local sources and regional photochemical models. However, this makes it representative of the various geographical regions such as the northern coasts of the Mediterranean, Alps, Dinaric and Pannonian Basin.

2. Description of the problem

The 3D photochemical regional model over complex terrain with inhomogeneous conditions for forecasting the ozone has the flaw of underestimating forecasts of the daily maximum concentration of ozone in the troposphere (Božnar et al., 2014a). On the contrary, suitable nonlinear empirical models developed for those locations where there are meteorological measurements and measurements of pollutant concentrations available are able to forecast the daily maximum concentrations much more accurately, but can only be used on measuring stations locations (Gradišar et al., 2016; Grašič et al., 2006; Ibarra-Berastegi et al., 2008; Luna et al., 2014). Artificial neural networks based models constitute
an important part of such nonlinear group of models for more than a decade (Abdul-Wahab and Al-Alawi, 2002; Coman et al., 2008; Pelliccioni and Tirabassi, 2006).

We want to find out how nonlinear empirical models can be used to improve results for 2D areas of the troposphere over complex terrain where we use a 3D photochemical regional model to forecast the ozone.

This type of 2D spatially transferable model for data assimilation that has to be developed on the basis of data obtained from measurement stations on air quality and meteorological parameters should be useful for the entire region where we have results from the 3D photochemical model and NWP model and should ensure better forecasting of maximum ozone concentrations.

3. Material and methods

3.1. Test bed

The QualeAria system photochemical model has been operationally available to the public for the entire region of Slovenia and its neighbouring areas for several (Božnar et al., 2014b; QualeAria, 2016), and which was developed in the Arianet research company in collaboration with other Italian institutions (Zanini et al., 2005). We extensively evaluated the system for Slovenia using long data sets of measured data (Božnar et al., 2014b). Evaluating the QualeAria system gave good, solid results, however, the challenge of forecasting key maximum concentrations is still not resolved (Mircea et al., 2014).

For Slovenia, the QualeAria system forecasts photochemical and other pollutants in the atmosphere at a resolution of 12km horizontally and at intervals of 1 hour for 2 days in advance (the forecast for the current day and the following day). The results are regularly available on the KOoreg project website (MEIS, 2012; Mlakar et al., 2012).

Locally measured meteorological data and air quality data from 12 measuring stations from the national measurement network were used to improve these forecasts (SEA Data
Data from this measurement network were used in the form of average hourly values. Twelve measuring stations can be considered a good number for such a small area as Slovenia, and therefore can provide a high-quality evaluation of the ozone forecasting improvements.

Figure 1. Geographical location of the selected air quality stations (Source: Public information of Slovenia, Surveying and Mapping Authority of the Republic of Slovenia, Map of the Republic of Slovenija 1:500000, first edition 1997)

The stations are spread out in a very diverse variety of locations that can be initially classified according to their altitude (from the coast to the Alps, at an altitude of 1853m). They have also been positioned in large towns (Ljubljana, Celje, Nova Gorica, Maribor, Koper), with some also in small towns (Trbovlje, Zagorje, Murska Sobota, Hrastnik), two are at higher altitudes (Otlica and Krvavec), and one is in a sparsely populated remote inland agricultural area (Iskrba). The locations are shown in Figure 1.
3.2. **Modeling tools**

Data assimilation was performed using the Multilayer Perceptron Artificial Neural Network (MLPANN), which is an example of a feedforward neural network.

MLPANN is a mathematical structure capable of the approximation of a random non-singular nonlinear function of several independent variables (Hornik et al., 1989; Kůrková, 1992). The principles of ozone formation depending on other meteorological and air quality variables in the terrestrial atmosphere are definitely such function.

The complexity of MLPANN use is merely that the solution is not analytically achievable, but must be achieved with the use of iterative methods that minimize the function of the criteria – the mean squared error of prediction in the given set of known data.

The MLPNN establishes the principles – connections between independent variables and the dependent variable – based on the information given in known measured values of these variables. In our case those are the known values of the meteorological measurements, meteorological forecasts and measurements of the concentration of pollutants in the air and concentrations predictions from the regional model with a rough spatial resolution. In the MLPANN terminology we call such variables, features. The set of the values of these features at the same location and at the same time is called a pattern. The set-up of the new data assimilation model can be done based on the numerous patterns available from different locations across Slovenia, where there are stations for measuring the quality of the outside air and meteorological variables, thus this is the typical example of a problem, which is very suitable for modelling with the MLPANN.

With the MLPANN based model for the data assimilation method we would like to improve and localize the forecast of maximum ozone concentrations over complex terrain, which is produced with a general regional model with a rough spatial resolution.

The key steps of the construction of the MLPANN model based on the given set of patterns described with features are: the selection of features, the selection of patterns, the
definition of a suitable MLPANN topology, which must include the hidden level with nonlinear transfer function neurons, the process of learning with the appropriate optimization algorithm and the optimization and testing of the built model. You can learn more about the theoretical background of these steps in the literature (Božnar, 1997; Lawrence, 1993; Mlakar, 1997). In the continuation of this text we will explain the implementation of these steps on a practical example.

4. Theory: methodology of non-linear data assimilation

However, in this paper we have made a key breakthrough by using the appropriate methodology of model use on the basis of MLP – we have created a spatially transferrable model for nonlinear data assimilation with which we have significantly improved the basic ozone forecasts, which are the result of the FARM 3D photochemical model in the QualeAria system over the whole model domain.

Our first goal was to improve the forecasting of the maximum one-hour concentrations of ozone for the following day for each of the selected locations where measurements and results from the NWP and QualeAria FARM model were available. The method is based on our previous methods (Kocijan, 2016; Kocijan et al., 2015; Petelin et al., 2015), but which we have significantly upgraded with additional input features (regressors) and a new approach to model development with which we have achieved spatial transferability between various locations where air pollution measurements are carried out.

Instead of creating a model for each measurement location, we created a model that would work for all locations.

Our second, even more ambitious goal was to create a 2D spatially transferrable model of nonlinear data assimilation that would work for the ground level of entire modelled area, therefore even where there are no air pollution or meteorological measurements, but there are improved numerical weather forecasts available in a detailed spatial and time resolution.
This type of spatially transferable model has to be developed on the basis of data obtained from measurement stations on air quality and meteorological parameters, but can be used for all other areas where we have the results from the 3D photochemical model and NWP in a more detailed resolution. In other words, this means that we can significantly improve the entire 2D ground level photochemical model result for all the modelled areas, all ground cells of this basic model, and in this way we can achieve the true spatial transferability of the nonlinear data assimilation model.

Whereby, the key feature of this new model should be highlighted, namely the fact that it is based on measured laws of ozone behaviour in combination with local meteorological characteristics at the selected measurement location itself, and not on the linear interpolation and Kriging-related methods (Stein, 1999) that depend on the Euclidean position of the locations in view of the neighbouring locations, which are unsuitable from the point of view of their theoretical basis for inhomogeneous conditions above complex terrain, such as it is dealt with in this paper.

We tested the validity of both resulting models using independent data of the measuring stations described in the test bed chapter.

4.1. The general procedure of constructing an MLP-based model

The construction of an MLP-based model has the following steps: features determination, patterns selection, determining the network topology, training the model for the selected measured data by optimizing the model parameters, and testing – validating – using independent data measured in nature and which were not used in the model development process (Mlakar and Božnar, 1997). These steps are described in more detail in the subchapters that follow.

To achieve the model’s transferability to the entire domain of the photochemical model on the basis of the selected learning locations only, the generalizing capability of the universal
approximator is taken advantage of. This capability means that the MLP-based model is able
to also forecast the value of the output variable for input variable values that somewhat
deviate from known learning patterns, therefore for similar patterns. Learning patterns for
training the model must be selected in such a way that the physical patterns from any location
on the domain will be similar to at least some of the learning patterns.

4.1.1 Features

Features or regressors must be suitably informative. This means that they comprise of
those quantity values that affect the formation of the ozone. As ozone-forming laws are not
entirely known, especially over complex terrain, systematic searching methods can be used.
An overview of methods can be found in the literature, e.g. (Guyon and Elisseeff, 2003; May
et al., 2011).

4.1.2 Learning patterns

Learning patterns or regression vectors are measured values or known numeric variable
forecasts included in the input and output features. They must be selected so that they contain
the key characteristics of the geographically and meteorologically varied locations. In theory,
it would be best if they included all the locations for which the model is being developed. As
this is not possible, it is necessary to select the most representative locations that can be
chosen on the basis of experience or algorithms.

In addition to the known patterns for training the model, we also need known patterns for
evaluating the model. These have to be independent known patterns that were not used in the
model development process.

In the Test Bed chapter we have described the measuring station locations. We used data
from three of these stations for training the model for the proposed nonlinear data assimilation
procedure. We then tested the model using independent data. These are data that were not
used in the model development process; they come from the same stations but for other time
periods than those that were used for learning. However, the additional test using other completely independent stations and their data was the key point.

**4.2. Input features for nonlinear data assimilation**

The initial selection of features is based on past studies (Grašič et al., 2006; Kocijan, 2016; Petelin et al., 2015). The selection of previously known and evaluated features (Table 1) is supplemented with basic ground meteorology, pollutant concentration measurements and photochemical model forecasts for these variables, both for the present time and for the following day.

We also used meteorological parameter forecasts in significantly more detailed spatial resolution than the QualeAria system originally uses. The MEIS system for weather forecasting based on WRF and GFS input data is used (Božnar et al., 2011). To make an improvement we use the morning numerical weather forecast for the current day and the following day. The end result – a 2D forecast of the maximum ozone concentration – is given in a detailed spatial resolution, just as the WRF forecasts are, where the cells are three times shorter horizontally than those in the QualeAria system (from 12km × 12km to 4km × 4km). Better spatial resolution is another improvement when forecasting maximum ozone concentrations using our proposed method.

As the number of potential additional features is manageable, we evaluated them by systematically adding and taking away, using the forward selection method (May et al., 2011) until we reached the best possible selection of features.
Table 1: Input features of the initial model (Kocijan, 2016; Petelin et al., 2015).

<table>
<thead>
<tr>
<th>Code</th>
<th>Parameter</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>O3(k)</td>
<td>ozone concentration</td>
<td>measured daily maximum</td>
</tr>
<tr>
<td>pGLSolRad(k+1)</td>
<td>global solar radiation</td>
<td>forecasted daily maximum</td>
</tr>
<tr>
<td>pTemp(k+1)</td>
<td>air temperature</td>
<td>forecasted daily maximum</td>
</tr>
<tr>
<td>Temp(k)</td>
<td>air temperature</td>
<td>measured daily maximum</td>
</tr>
<tr>
<td>GlsolRad(k)</td>
<td>global solar radiation</td>
<td>measured daily maximum</td>
</tr>
<tr>
<td>pRelHum(k+1)</td>
<td>relative humidity</td>
<td>forecasted daily maximum</td>
</tr>
<tr>
<td>pNOx(k+1)</td>
<td>nitrogen oxides</td>
<td>forecasted daily maximum</td>
</tr>
<tr>
<td>pPressure(k+1)</td>
<td>air pressure</td>
<td>forecasted daily maximum</td>
</tr>
<tr>
<td>pPressure(k)</td>
<td>air pressure</td>
<td>forecasted daily maximum</td>
</tr>
<tr>
<td>pO3(k+1)</td>
<td>ozone concentration</td>
<td>forecasted daily maximum</td>
</tr>
</tbody>
</table>

AMS ... Automatic measuring station
WRF ... The Weather Research & Forecasting Model
QualeAria ... Forecast system for the Air Quality
k+1 ... the day for which the forecast is made
k ... the day before the day for which the forecast is made

We first expanded the basic set of features from Table 1 with the feature – model forecast of diffuse solar radiation. Diffuse solar radiation and direct solar radiation form the global solar radiation. The amount of direct solar radiation is proportional to the UV radiation, which is key for the formation of ozone (Finlayson-Pitts and Pitts, 1999). This is the main reason that leads us to the idea of it being possible to use complementary diffuse solar radiation to improve ozone forecasting. NWP models already have a global solar radiation forecast built in and it is considered in the 3D diffuse photochemical model. The local forecast of direct solar radiation is a potentially good feature to improve ozone forecasts. But as there is no direct solar radiation model available in NWP model, a complementary feature – diffuse solar radiation is used. That is the output of the statistical MLP model for the 2D distribution of diffuse solar radiation, which uses values from the NWP model as its input (Božnar et al., 2016). The model forecasts diffuse solar radiation for the entire area of Slovenia in the KOoreg system in a spatially horizontal resolution of 4km and in a temporal interval of up to
two days in advance and half hour resolution. Additional confirmation of the choice of features were the known models for global and diffuse solar radiation for clear sky conditions (Badescu et al., 2012) where the rule of connection between the ozone and solar radiation that reaches the ground is used in the opposite direction.

However, since the goal is to achieve spatial transferability of the model for the proposed data assimilation, we had to also find a solution for the normalization/relativization of the meteorological input features which have significantly varied ranges depending on altitude or spatial locations due to the variety of climate conditions. Examples of this type of input feature are air temperature and air pressure. Instead of absolute air pressure, we used air pressure reduced to sea level (Pugh, 1996). Instead of air temperature, we used potential temperature (Bolton, 1980).

The final set of features for locations for which meteorological measurements and ozone concentration measurements, as well as QualeAria FARM 3D photochemical model and NWP WRF model results are available in detailed resolution are shown in Table 2.
Table 2: Input feature of the basic type of transferrable model

<table>
<thead>
<tr>
<th>Code</th>
<th>Parameter</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_3(k)$</td>
<td>ozone concentration</td>
<td>AMS</td>
</tr>
<tr>
<td>$p_{GlSolRad}(k+1)$</td>
<td>global solar radiation</td>
<td>WRF</td>
</tr>
<tr>
<td>$p_{PotTemp}(k+1)$</td>
<td>potential air temperature</td>
<td>WRF</td>
</tr>
<tr>
<td>$PotTemp(k)$</td>
<td>potential air temperature</td>
<td>AMS</td>
</tr>
<tr>
<td>$G_{isolRad}(k)$</td>
<td>global solar radiation</td>
<td>AMS</td>
</tr>
<tr>
<td>$p_{RelHum}(k+1)$</td>
<td>relative humidity</td>
<td>WRF</td>
</tr>
<tr>
<td>$p_{NOx}(k+1)$</td>
<td>nitrogen oxides</td>
<td>QualeAria</td>
</tr>
<tr>
<td>$p_{Pressure}(k+1)$</td>
<td>mean sea-level air pressure</td>
<td>ANN-WRF</td>
</tr>
<tr>
<td>$p_{Pressure}(k)$</td>
<td>mean sea-level air pressure</td>
<td>WRF</td>
</tr>
<tr>
<td>$pO_3(k+1)$</td>
<td>ozone concentration</td>
<td>QualeAria</td>
</tr>
<tr>
<td>$p_{DifSolRad}(k+1)$</td>
<td>diffuse solar radiation</td>
<td>ANN-WRF</td>
</tr>
</tbody>
</table>

The set from Table 2 is used to develop a basic type of model that only works for locations where there are concentration measurements and meteorological measurements available.

The end goal is to implement the data assimilation for all other ground level 2D areas for which only QualeAria FARM photochemical model results are available and measurements not. This is why we developed the upgraded model type. The difference between the basic and the upgraded model is in used input features. It only uses FARM and WRF forecasts for its input features (Table 3). It should be emphasized that for this model, solely for the training process, ozone data and other air quality and meteorological parameters from the selected representative training locations where there are measuring stations were nonetheless used. These data are not used for forecasting. The MLP model draws on information from known
data that describe the studied rule. If it is successfully trained, the rule that is dealt with can be used in a general way.

Table 3: Input feature of the upgraded type of transferrable model

<table>
<thead>
<tr>
<th>Code</th>
<th>Parameter</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$pO3(k)$</td>
<td>ozone concentration</td>
<td>QualeAria</td>
</tr>
<tr>
<td>$pGlSolRad(k+1)$</td>
<td>global solar radiation</td>
<td>WRF</td>
</tr>
<tr>
<td>$pPotTemp(k+1)$</td>
<td>potential air temperature</td>
<td>WRF</td>
</tr>
<tr>
<td>$PotTemp(k)$</td>
<td>potential air temperature</td>
<td>WRF</td>
</tr>
<tr>
<td>$GlSolRad(k)$</td>
<td>global solar radiation</td>
<td>WRF</td>
</tr>
<tr>
<td>$pRelHum(k+1)$</td>
<td>relative humidity</td>
<td>WRF</td>
</tr>
<tr>
<td>$pNOx(k+1)$</td>
<td>nitrogen oxides</td>
<td>QualeAria</td>
</tr>
<tr>
<td>$pPressure(k+1)$</td>
<td>mean sea-level air pressure</td>
<td>WRF</td>
</tr>
<tr>
<td>$pPressure(k)$</td>
<td>mean sea-level air pressure</td>
<td>WRF</td>
</tr>
<tr>
<td>$pO3(k+1)$</td>
<td>ozone concentration</td>
<td>QualeAria</td>
</tr>
<tr>
<td>$pDifSolRad(k+1)$</td>
<td>diffuse solar radiation</td>
<td>ANN-WRF</td>
</tr>
</tbody>
</table>

WRF... The Weather Research & Forecasting Model
QualeAria ... Forecast system for the Air Quality
ANN-WRF ... Artificial Neural Network model of diffuse solar radiation based on WRF inputs

4.3. Selection of patterns for nonlinear data assimilation

In this chapter, the key new step in pattern selection is presented which ensures that we can develop just one model that is spatially transferable and because of that it is not necessary to develop a model for each location separately, as was in the articles that deal with the model for the same area (Božnar et al., 1993; Kocijan, 2016; Kocijan et al., 2015; Mlakar and Božnar, 2011; Petelin et al., 2015).

We achieved spatial transferability by constructing a model for the proposed nonlinear data assimilation on the basis of the data for three measuring stations all together and not for each one separately. The MLP’s characteristic of being a universal approximator with generalizing capabilities is used.
We used data from the stations in Koper (on the Adriatic coast), Krvavec (a high-altitude station in the Alps) and Murska Sobota (in the Pannonian Basin, on one of the rare flat areas in Slovenia). These three stations illustrate the key differences between the characteristics of modelling the ozone above Slovenia (an urban, coastal, suburban flat area, and high-altitude station). Because MLP model is sensitive to the selected stations care needs to be taken how to select these three or more stations.

We developed the model using the training data from these stations, which are combined into one common set of learning patterns. The same principle of combining patterns from various stations into one common training set was first used for the basic model with basic features, and secondly for the upgraded model.

4.4. Training the MLP model for data assimilation

To train the basic and upgraded model we used the following MLP configuration, which is based on the number of neurons depending on the number of patterns, as was determined in our preliminary study (Grašič et al., 2006) where there were 50 neurons. We reduced this number by trial and error so that we achieved rapid training without the excessive memorizing of learning patterns.

Both final MLPs in our study share the same properties:

- input features as listed in Tables 2 and 3;
- 20 neurons in hidden layer based on a tangent sigmoid activation function;
- output layer with one neuron based on a linear activation function to reproduce output feature;
- iterative backpropagation training algorithm (gradient descent with a momentum optimization algorithm; momentum = 0.1; learning rate = 0.1).
4.5. Model development and validation data

To develop and independently evaluate the models for the proposed data assimilation method, we have data on the features for the following periods at our disposal:

Table 4: Model development and evaluation periods

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model development</td>
<td>1 January 2012 – 31 December 2012 (1 year)</td>
</tr>
<tr>
<td>Model evaluation</td>
<td>1 January 2013 – 31 December 2014 (2 years)</td>
</tr>
</tbody>
</table>

The first year’s data were used to train and optimize the models, while the remaining two years of data are used to independently test the models. This means of pattern selection was also used in the previous study (Petelin et al., 2015).

For training the basic model we used 1,000 learning patterns from three different locations and 1,030 learning patterns from the same three locations for the upgraded model. The number is not equal to the sum of all the days for the selected period, as it was necessary to exclude some of the intervals where not all the measurements or forecasts were available. This is normal in measuring networks and operational modelling systems.

5. Results and discussion

In the present paper we propose how to construct a model for nonlinear data assimilation - where the same model - one model - can be used at several locations - the model is spatially transferable and is valid for the whole 2D domain. To achieve this we propose two approaches:

- how to construct a model that can be used on an arbitrary location in a 2D domain where air quality and meteorological measurements are available – basic model;
how to construct a model that can be used over the whole 2D domain under the condition that a numerical weather forecast is available in a better resolution than was used originally by the photo-chemical regional model – upgraded model.

In both cases, only one model should be constructed and not several models, one for each location under examination. To achieve these goals we have introduced the following novel ideas:

- a new method of model training patterns selection;
- normalized values of air temperature and pressure (potential temperature and mean sea level pressure) were used as input features for the data assimilation model; this enables the model to be used regardless of the altitude;
- new feature - diffuse solar radiation - adds additional information and improves results;
- the multilayer perceptron artificial neural network based model was used as a method of non-linear data assimilation for 2D areas (and not as a model for the direct forecasting of pollutant concentration at one location - as is the case in the known models since our first publication of the SO$_2$ prediction model in the Atmospheric Environment in 1993 (Božnar et al., 1993)).

For the proposed data assimilation basic and upgraded model, estimators for the basic output from the QualeAria FARM model for the output feature of forecasting one-hour maximum ozone concentrations for the following day were used as the starting point for comparison.

Both models for the proposed data assimilation method were first tested on the three stations that were used in the training process. The evaluation was carried out on completely independent patterns from these stations that were not used for training. Then both models were tested on the remaining stations for which measurements were available. These other stations were not used in training the models.
The evaluation of the quality of data assimilation can only be implemented for the measuring station locations, even for the upgraded model which can be used for the entire 2D output area from the FARM model. On the basis of this result we predict that a similar improvement will occur on the entire 2D area. We reason this prediction with the fact that we have a relatively large number of stations available in Slovenia that are distributed throughout parts of the territory that have very different characteristics.

We used the following evaluators for the statistical processing of the validation results (Badescu et al., 2012; Gradišar et al., 2016; Kocijan et al., 2016):

- The root mean square error (RMSE)
- The normalized mean squared error (NMSE)
- The coefficient of determination (R²)
- Pearson’s correlation coefficient (PCC)
- The mean fractional bias (MFB)
- The factor of the modelled values within a factor of two of the observations (FAC2).
- The normalized mean bias error (MBE) MBE [%]
- The coefficient of variation based on the root mean square value CV(RMSE) [%].

In Tables 5, 6 and 7, we have presented the evaluator values for ozone forecasts from the QualeAria model, the basic MLP model and the upgraded MLP model for data assimilation. Scatter diagrams on Figures 2 to 5 illustrate the matching measurements and forecasts obtained through data assimilation.
Table 5: Evaluators for the QualeAria model ozone forecast for all locations using data not used in model development.

<table>
<thead>
<tr>
<th>Station</th>
<th>RMSE [μg/m³]</th>
<th>NMSE</th>
<th>R²</th>
<th>PCC</th>
<th>MFB</th>
<th>FAC2</th>
<th>MBE [%]</th>
<th>CV (RMSE) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Celje</td>
<td>30.685</td>
<td>0.161</td>
<td>0.652</td>
<td>0.807</td>
<td>-0.164</td>
<td>0.91</td>
<td>20.71</td>
<td>35.72</td>
</tr>
<tr>
<td>Hrastnik</td>
<td>19.669</td>
<td>0.068</td>
<td>0.692</td>
<td>0.832</td>
<td>-0.100</td>
<td>0.96</td>
<td>12.32</td>
<td>24.44</td>
</tr>
<tr>
<td>Iskrba</td>
<td>20.583</td>
<td>0.063</td>
<td>0.644</td>
<td>0.802</td>
<td>-0.152</td>
<td>0.99</td>
<td>15.54</td>
<td>22.98</td>
</tr>
<tr>
<td>Koper</td>
<td>25.691</td>
<td>0.094</td>
<td>0.744</td>
<td>0.863</td>
<td>-0.236</td>
<td>0.97</td>
<td>20.97</td>
<td>27.27</td>
</tr>
<tr>
<td>Krvavec</td>
<td>40.268</td>
<td>0.209</td>
<td>0.517</td>
<td>0.719</td>
<td>-0.430</td>
<td>0.85</td>
<td>33.99</td>
<td>37.19</td>
</tr>
<tr>
<td>Ljubljana</td>
<td>29.412</td>
<td>0.063</td>
<td>0.703</td>
<td>0.838</td>
<td>-0.201</td>
<td>0.91</td>
<td>22.43</td>
<td>34.46</td>
</tr>
<tr>
<td>Maribor</td>
<td>20.611</td>
<td>0.086</td>
<td>0.694</td>
<td>0.833</td>
<td>-0.053</td>
<td>0.93</td>
<td>10.47</td>
<td>27.70</td>
</tr>
<tr>
<td>Murska Sobota</td>
<td>21.213</td>
<td>0.080</td>
<td>0.695</td>
<td>0.834</td>
<td>-0.139</td>
<td>0.96</td>
<td>15.10</td>
<td>26.10</td>
</tr>
<tr>
<td>Nova Gorica</td>
<td>26.007</td>
<td>0.111</td>
<td>0.741</td>
<td>0.861</td>
<td>-0.117</td>
<td>0.94</td>
<td>16.96</td>
<td>30.30</td>
</tr>
<tr>
<td>Otlica</td>
<td>26.302</td>
<td>0.099</td>
<td>0.659</td>
<td>0.812</td>
<td>-0.283</td>
<td>0.93</td>
<td>23.11</td>
<td>27.65</td>
</tr>
<tr>
<td>Trbovlje</td>
<td>17.760</td>
<td>0.060</td>
<td>0.682</td>
<td>0.826</td>
<td>-0.007</td>
<td>0.95</td>
<td>5.51</td>
<td>23.76</td>
</tr>
<tr>
<td>Zagorje</td>
<td>18.344</td>
<td>0.066</td>
<td>0.678</td>
<td>0.823</td>
<td>0.068</td>
<td>0.92</td>
<td>0.83</td>
<td>25.50</td>
</tr>
</tbody>
</table>

Table 6: Evaluators for the basic MLP model for air quality automatic measuring station locations ozone forecast using data not used for training the MLP model.

<table>
<thead>
<tr>
<th>Station</th>
<th>RMSE [μg/m³]</th>
<th>NMSE</th>
<th>R²</th>
<th>PCC</th>
<th>MFB</th>
<th>FAC2</th>
<th>MBE [%]</th>
<th>CV (RMSE) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Celje</td>
<td>17.720</td>
<td>0.041</td>
<td>0.808</td>
<td>0.899</td>
<td>0.100</td>
<td>0.94</td>
<td>-4.28</td>
<td>20.63</td>
</tr>
<tr>
<td>Hrastnik</td>
<td>15.788</td>
<td>0.035</td>
<td>0.787</td>
<td>0.887</td>
<td>0.123</td>
<td>0.95</td>
<td>-9.13</td>
<td>19.62</td>
</tr>
<tr>
<td>Iskrba</td>
<td>14.032</td>
<td>0.023</td>
<td>0.728</td>
<td>0.853</td>
<td>0.073</td>
<td>0.99</td>
<td>-5.52</td>
<td>15.67</td>
</tr>
<tr>
<td>Koper</td>
<td>12.984</td>
<td>0.019</td>
<td>0.841</td>
<td>0.917</td>
<td>0.034</td>
<td>0.99</td>
<td>-1.48</td>
<td>13.78</td>
</tr>
<tr>
<td>Krvavec</td>
<td>11.669</td>
<td>0.012</td>
<td>0.761</td>
<td>0.872</td>
<td>-0.031</td>
<td>1.00</td>
<td>3.04</td>
<td>10.78</td>
</tr>
<tr>
<td>Ljubljana</td>
<td>17.179</td>
<td>0.038</td>
<td>0.822</td>
<td>0.907</td>
<td>0.116</td>
<td>0.94</td>
<td>-6.17</td>
<td>20.12</td>
</tr>
<tr>
<td>Maribor</td>
<td>16.433</td>
<td>0.044</td>
<td>0.819</td>
<td>0.905</td>
<td>0.165</td>
<td>0.92</td>
<td>-10.39</td>
<td>22.09</td>
</tr>
<tr>
<td>Murska Sobota</td>
<td>14.980</td>
<td>0.032</td>
<td>0.798</td>
<td>0.893</td>
<td>0.103</td>
<td>0.95</td>
<td>-4.65</td>
<td>18.43</td>
</tr>
<tr>
<td>Nova Gorica</td>
<td>16.935</td>
<td>0.037</td>
<td>0.824</td>
<td>0.908</td>
<td>0.110</td>
<td>0.94</td>
<td>-5.12</td>
<td>19.73</td>
</tr>
<tr>
<td>Otlica</td>
<td>12.536</td>
<td>0.018</td>
<td>0.726</td>
<td>0.852</td>
<td>0.000</td>
<td>1.00</td>
<td>0.86</td>
<td>13.18</td>
</tr>
<tr>
<td>Trbovlje</td>
<td>17.700</td>
<td>0.049</td>
<td>0.771</td>
<td>0.878</td>
<td>0.174</td>
<td>0.94</td>
<td>-13.54</td>
<td>23.68</td>
</tr>
<tr>
<td>Zagorje</td>
<td>18.719</td>
<td>0.058</td>
<td>0.786</td>
<td>0.887</td>
<td>0.218</td>
<td>0.91</td>
<td>-16.24</td>
<td>26.02</td>
</tr>
</tbody>
</table>
Table 7: Evaluators for the upgraded MLP model for the 2D area of the entire Slovenia ozone forecast using data not used for training the MLP model.

<table>
<thead>
<tr>
<th>Station</th>
<th>RMSE $[\mu g/m^3]$</th>
<th>NMSE</th>
<th>$R^2$</th>
<th>PCC</th>
<th>MFB</th>
<th>FAC2</th>
<th>MBE $[%]$</th>
<th>CV (RMSE) $[%]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Celje</td>
<td>21.736</td>
<td>0.058</td>
<td>0.763</td>
<td>0.873</td>
<td>0.170</td>
<td>0.91</td>
<td>-9.53</td>
<td>25.29</td>
</tr>
<tr>
<td>Hrastnik</td>
<td>22.795</td>
<td>0.066</td>
<td>0.750</td>
<td>0.866</td>
<td>0.240</td>
<td>0.92</td>
<td>-21.06</td>
<td>28.32</td>
</tr>
<tr>
<td>Iskrba</td>
<td>20.256</td>
<td>0.047</td>
<td>0.620</td>
<td>0.788</td>
<td>0.149</td>
<td>0.97</td>
<td>-12.95</td>
<td>23.37</td>
</tr>
<tr>
<td>Koper</td>
<td>15.854</td>
<td>0.027</td>
<td>0.806</td>
<td>0.898</td>
<td>0.058</td>
<td>0.98</td>
<td>-2.37</td>
<td>16.59</td>
</tr>
<tr>
<td>Krvavec</td>
<td>19.500</td>
<td>0.035</td>
<td>0.527</td>
<td>0.726</td>
<td>-0.096</td>
<td>1.00</td>
<td>8.41</td>
<td>18.00</td>
</tr>
<tr>
<td>Ljubljana</td>
<td>19.638</td>
<td>0.048</td>
<td>0.801</td>
<td>0.895</td>
<td>0.159</td>
<td>0.92</td>
<td>-8.92</td>
<td>22.85</td>
</tr>
<tr>
<td>Maribor</td>
<td>24.760</td>
<td>0.088</td>
<td>0.773</td>
<td>0.879</td>
<td>0.300</td>
<td>0.87</td>
<td>-24.48</td>
<td>33.05</td>
</tr>
<tr>
<td>Murska Sobota</td>
<td>19.512</td>
<td>0.050</td>
<td>0.784</td>
<td>0.885</td>
<td>0.201</td>
<td>0.93</td>
<td>-15.76</td>
<td>24.05</td>
</tr>
<tr>
<td>Nova Gorica</td>
<td>22.174</td>
<td>0.059</td>
<td>0.807</td>
<td>0.898</td>
<td>0.205</td>
<td>0.90</td>
<td>-12.79</td>
<td>25.80</td>
</tr>
<tr>
<td>Otlica</td>
<td>17.433</td>
<td>0.031</td>
<td>0.597</td>
<td>0.773</td>
<td>0.004</td>
<td>1.00</td>
<td>1.08</td>
<td>17.57</td>
</tr>
<tr>
<td>Trbovlje</td>
<td>28.171</td>
<td>0.109</td>
<td>0.700</td>
<td>0.837</td>
<td>0.326</td>
<td>0.89</td>
<td>-30.39</td>
<td>37.67</td>
</tr>
<tr>
<td>Zagorje</td>
<td>30.670</td>
<td>0.134</td>
<td>0.744</td>
<td>0.863</td>
<td>0.388</td>
<td>0.85</td>
<td>-36.28</td>
<td>42.66</td>
</tr>
</tbody>
</table>
Figure 2: Comparison of modelling results of the 1st group of stations (Koper, Krvavec and Murska Sobota, these three stations were used to train both MLP models) from three models (first column photochemical model QualeAria, second column MLP Basic Model, third column MLP Upgraded Model)
Figure 3: Comparison of modelling results of the 2\textsuperscript{nd} group of stations (Celje, Hrastnik and Iskrba) from three models (first column photochemical model QualeAria, second column MLP Basic Model, third column MLP Upgraded Model)
Figure 4: Comparison of modelling results of the 3rd group of stations (Ljubljana, Maribor and Nova Gorica) from three models (first column photochemical model QualeAria, second column MLP Basic Model, third column MLP Upgraded Model)
Figure 5: Comparison of modelling results of the 4th group of stations (Otlica, Trbovlje and Zagorje) from three models (first column photochemical model QualeAria, second column MLP Basic Model, third column MLP Upgraded Model).

It is clear from Figure 2 and the corresponding evaluator values from Table 5, 6 and 7 that nonlinear data assimilation significantly improves the results of the QualeAria photochemical model.

The main result is visible in Figures 3, 5 and 5 and the corresponding evaluator values from Table 5, 6 and 7 where we can see that the proposed nonlinear data assimilation is successful throughout the entire ground-level 2D domain. An example of the 2D one-hour maximum ozone ground concentrations is presented on Figure 6.
Figure 6: Example of the one-hour maximum ozone ground concentrations forecasted by QualeAria FARM model (left figure) and proposed nonlinear data assimilation upgraded model (right figure)

The basic model for automatic air quality measuring station locations indicates a great improvement in ozone forecasting, while the upgraded model for the 2D area of entire Slovenia predicts slightly worse, but still shows a significant improvement. The greatest improvement was achieved with the highest ozone values. The new method improved on average by 10% in the correlation at measurement station locations, and improving by roughly 5% regarding the remaining intermediate ground level area of the modelling domain.

This was the goal, and in doing so we confirmed the proposed concept on this example. With great likelihood we can predict that the behaviour of the proposed method will give comparable results on other complex terrains.

6. Conclusions and future work

In this paper, a method of nonlinear data assimilation of measured and forecasted data on atmospheric characteristics into 2D ground level results of ozone forecasts from a 3D photochemical model. New method was tested using the example of ozone forecasting in Slovenia. The same methodology might be used for other pollutants concentrations including other than maximal values forecasting but this assumptions are yet to be investigated.
Using the proposed method of nonlinear data assimilation we significantly improved the key forecasting of the maximum one-hour ozone concentration for one day in advance. This forecast of maximum ozone concentration is crucial for planning daily activities for the sensitive section of the population where high concentrations cause a worsening of their state of health.

We developed a model for nonlinear data assimilation based on MLP so that it has a key new feature – spatial transferability. We were able to successfully integrate the general information of the link between the concentration of ozone with the remaining meteorological characteristics of the atmosphere and the characteristics of atmospheric pollution. We extracted this information from the measured data from only three measuring stations in Slovenia, while the model proved to work for all 12 stations in Slovenia which we have at our disposal to use for validation. The stations are located over very complex terrain of Slovenia – a junction of Alpine mountains, Pannonian plains and the Mediterranean sea.

According to our knowledge of the field, this is the first example in the world of an MLP-based model for the ozone which is spatially transferable and successfully improves the results of photochemical models for the ground level. But on a similar atmospheric problem of investigating solar radiation, we have just successfully developed spatially transferable model of diffuse solar radiation using similar methodology (Božnar et al., 2016).

The basic model of nonlinear data assimilation is useful for locations where meteorological and ozone measurements are available in real time. This model demonstrates a significant improvement in ozone forecasting. The upgraded model of nonlinear data assimilation is useful for all ground level cells in the QualeAria FARM photochemical model for the entire area of Slovenia and does not require additional measurements. Due to its greater generality, the upgraded model achieves somewhat smaller, but still significant, improvements in ozone forecasting.
However, it is both models that demonstrate a key new capability – spatial transferability – which originates from the means of development as we have described it.

Regarding our future work, we foresee the testing of both models also for neighbouring countries where we have the QualeAria system and measuring data at our disposal. We want to evaluate the level of universal spatial transferability of the two nonlinear data assimilation models developed.
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