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Abstract
This paper proposes a novel surrogate-model-based evolutionary multiobjective algorithm called Differential Evolution for Multiobjective Optimization Based on Gaussian Process Models (GP-DEMO). The algorithm is based on the newly defined relations for comparing solutions under uncertainty. These relations minimize the possibility of wrongly performed comparisons of solutions due to inaccurate surrogate model approximations. The GP-DEMO algorithm was tested on several benchmark problems and two computationally expensive real-world problems. To be able to assess the results we compared them with another surrogate-model-based algorithm called Generational Evolution Control (GEC) and with the Differential Evolution for Multiobjective Optimization (DEMO). The quality of the results obtained with GP-DEMO was similar to the results obtained with DEMO, but with significantly fewer exactly evaluated solutions during the optimization process. The quality of the results obtained with GEC was lower compared to the quality gained with GP-DEMO and DEMO, mainly due to wrongly performed comparisons of the inaccurately approximated solutions.
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1. Introduction

Optimization problems are present in our everyday life and come in a variety of forms, e.g. the task to optimize certain properties of a system by correctly choosing the system parameters. Many of these optimization problems require the simultaneous optimization of multiple, often conflicting, criteria (or objectives). These problems are called multiobjective optimization problems. The solution to such problems is not a single point, but a family of points, known as the Pareto-optimal set. This set of solutions gives the decision maker an insight into the characteristics of the problem before a single solution is chosen.

One of the most effective ways to solve problems with more objectives is to use multiobjective evolutionary algorithms (MOEAs). MOEAs are population-based algorithms that draw inspiration from optimization processes that occur in nature. During the optimization process, in order to find a Pareto-optimal set, a lot of different solutions have to be assessed (evaluated). If these solution evaluations are computationally expensive, the whole optimization process can take a lot of time.

In order to obtain the results of such an optimization problem more quickly, we can use surrogate models in the optimization process to approximate the objective functions of the problem. To evaluate a solution, instead of using a time-consuming exact evaluation, a solution can be approximated with the surrogate model. Since one solution approximation is (much) faster, the whole optimization process can be accelerated. However, note that the time needed to create and update the surrogate models during the optimization process has to be considered and included in the whole duration of the optimization process. So, in the case where the exact solution evaluations are quick, it can happen that the surrogate-model-based optimization takes longer than the optimization without surrogates.

In surrogate-model-based multiobjective optimization, approximated values are often mistakenly used in the solution comparison. As a consequence, exactly evaluated good solutions can be discarded from the population because they appear to be dominated by the inaccurate and over-optimistic approximations. This can slow the optimization process or even prevent the algorithm from finding the best solutions.

Some surrogate models provide a distribution, from which the approximated value and also the confidence interval of the approximation can be calculated. Using this confidence interval, we define new dominance relations that take into account this uncertainty and propose a new concept for comparing solutions under uncertainty that re-
quires exact evaluations only in cases where more certainty is needed. This minimizes the mistakes made in comparisons of inaccurately approximated solutions. Based on this concept we propose a new surrogate-model-based multiobjective evolutionary algorithm, called Differential Evolution for Multiobjective Optimization Based on Gaussian Process Modeling (GP-DEMO). This algorithm is an extension of the Differential Evolution for Multiobjective Optimization (DEMO) algorithm [1], which uses differential evolution to effectively solve numerical multiobjective optimization problems. In the GP-DEMO, Gaussian Process (GP) modeling is employed to find approximate solution values together with their confidence intervals. Then, instead of comparing the solutions using the Pareto dominance relation, GP-DEMO uses the new uncertainty-based dominance relations, requiring exact evaluations of solutions as needed. The efficiency of GP-DEMO is assessed on several benchmark and two real-world optimization problems.

The structure of this paper is as follows. In Section 2 we overview the work done in the field of surrogate-model-based optimization, especially in multiobjective optimization. In Section 3, we describe the Gaussian Process modeling that is used to build the surrogate models in GP-DEMO. Then, in Section 4 we describe the new relations and methods for comparing solutions (presented with and without uncertainty). The GP-DEMO algorithm is presented in Section 5. In Section 6 we test and compare GP-DEMO with two other algorithms on benchmark and real-world multiobjective optimization problems. Finally, Section 7 concludes the paper with a summary of the work done and our ideas for future work.

2. Related Work

In the literature the term surrogate model (sometimes also meta-model) based optimization is used where, during the optimization processes, some solutions are not evaluated with the original objective function, but are approximated using a model of this function. Different modeling methods are used to build the surrogate models. For single and multiobjective optimization similar methods are used. These methods typically return only one approximated value, which is why in multiobjective problems several models have to be used, so that every model approximates one objective. Some of the most commonly used methods are the Response Surface Method [2], Radial Basis Function [3], Neural Network [4], Kriging [5] and Gaussian Process Modeling [6, 7, 8].

In singleobjective optimization the usage of surrogate models is well established and has proven to be successful. In the literature many different algorithms and various modeling techniques are used to solve real-world and benchmark problems ([9, 10]). The results typically show that the surrogate-model-based optimization in comparison with optimization without surrogates provides comparable results in fewer objective function evaluations [11, 12].

In the field of surrogate-model-based multiobjective optimization, where the result is not just one solution but a non-dominated front of solutions, the problem of finding these solutions is even more challenging. There are many approaches that differ in terms of which solutions are approximated and how they use the approximations. Surrogate models can aim at either a global approximation of the objective function, or a local one, focusing on the neighborhood of the best current individuals. In [12], the authors used a combination of local and global surrogate models for solving optimization problem of Aerodynamic Shape Design.

Within surrogate-model-based optimization algorithms a mechanism is needed to find a balance between the exact and approximate evaluations. In evolutionary algorithms this mechanism is called evolution control [13] and can be either fixed or adaptive.

In fixed evolution control, the surrogate model is trained from previously exactly evaluated solutions and then used directly instead of expensive objective function evaluations. In fixed evolution control the number of exact function evaluations that will be performed during the optimization is known in advance. Fixed evolution control can be further divided into generation-based control, where in some generations all solutions are approximated and in the others they are exactly evaluated [14], and individual based control, where in every generation some (usually the best) solutions are exactly evaluated and others approximated [15].

In adaptive evolution control, the number of exactly evaluated solutions is not known in advance, but depends on the accuracy of the model for the given problem. Adaptive evolution control can be used in one of two ways: as a part of a memetic search or to pre-select the promising individuals which are then exactly evaluated [16].

In a memetic algorithm an additional algorithm (e.g., a gradient-based or an evolutionary algorithm) is used to find the optimal solutions using the surrogate model. Once this optimum is found, the best solutions are exactly evaluated and used for updating the model. In [17] aggregated surrogate models are used in a memetic algorithm. The model is based on the distance to the currently known, non-dominated set and is used to find new, non-dominated individuals using local search. ParEGO [18] uses the weighted sum of the objective functions to perform a memetic local search. The weights are generated randomly for each iteration. When a different model is used for each of the functions, the conversion from the multiobjective problem to the singleobjective one has to be performed (or a multiobjective optimizer has to be used on the models). Moreover, if there are more models, their errors can add up, as well as the time needed to train the models. In memetic algorithms, especially if the surrogate model is not very accurate, a local optimum can be found instead of the global optimum.
In the case of pre-selecting the promising individuals, the surrogate model is used to find the promising or drop the low-quality individuals even before they are exactly evaluated, thus reducing the number of exact evaluations. For example, OEGADO [19] creates a surrogate model for each of the objectives. The best solutions in every objective get also approximated on other objectives, which helps with finding trade-off individuals. The best individuals are then exactly evaluated and used to update the models.

Surrogates are also used to rank and filter out offspring according to Pareto-related indicators like the hypervolume [20], or a weighted sum of the objectives [21]. The problem with the methods that use hypervolume as a way of finding promising solutions is the calculation time needed to calculate the hypervolume, especially on many objectives. Another possibility is described in [22], where the authors present an algorithm that calculates only non-dominated solutions or solutions that can, because of variance, become non-dominated.

Some surrogate models, in addition to the approximation value, also return the certainty of the prediction. The use of this confidence information can help to increase the prediction accuracy of the surrogate model. In [23] the authors use confidence information to guide the search towards less explored regions in the search space. In [24], the authors calculate the criterion of expected improvement of the solution from the approximated value and the confidence of the prediction. This criterion is used to decide which solutions should be exactly evaluated.

During the comparison of solutions in the surrogate-model-based optimization, it can happen that an incorrectly approximated solution is presented as the better of two compared solutions. As multiobjective optimization algorithms usually discard dominated solutions, a good, exactly evaluated solution might be lost in such a case. Similarly, if a good solution is incorrectly approximated as worse, this solution is discarded.

To prevent these unwanted effects, we propose a new concept for comparing solutions under uncertainty, where in addition to the approximated value of a solution, its variance is considered. In [25] the authors tackle a noisy optimization problem with an algorithm that compares the solutions with uncertainty and if necessary performs additional evaluations of the same solution to minimize the uncertainty and, if possible, decide which solution is better. A theoretical presentation of the solution comparison under uncertainty was presented in [26] for optimization problems where the uncertainty of the solutions cannot be reduced by the sampling methods. The authors suggest a strong Pareto dominance relation in cases when the dominance status can be determined, and weak Pareto dominance relation when, because of uncertainty, the domination status could not be determined. In this case the expected values for every solution are assumed and these values are then compared. In our paper we adjust the comparison of solutions for surrogate-model-based multi-objective optimization and apply this comparison to the GP-DEMO algorithm to ensure that the best solutions are preserved in the optimization process.

The use of surrogate models in combination with the differential evolution algorithm is only mentioned in the literature for single objective optimization. In [9] the authors present an algorithm that generates multiple offspring for each parent and chooses the promising one based on the confidence and the approximation of the current surrogate model.

3. Gaussian Process Models

The Gaussian process (GP) models are probabilistic, non-parametric, models based on the principles of Bayesian probability, which can be used for both regression and classification problems. The name GP models refers to the assumption that a prior on the function to be modeled is a stochastic process with a normal distribution, i.e., a Gaussian process (GP).

The GP regression is more or less identical to the Kriging method [27], which is widely used in the field of geostatistics. As a geostatistical method, it is mostly used for two- and three-dimensional input spaces and tends to ignore any probabilistic interpretations [28, 5]. Since the introduction of GPs in supervised learning [29], GP models have been used for modeling in various fields, e.g., biological systems [30, 31], environmental systems [32], chemical engineering [33] and many others.

The GP models differ from most of the other black-box identification approaches in that they do not try to approximate the modeled system by fitting the parameters of the selected basis functions, but rather by searching for relationships among the measured data. The output of GP models is a normal distribution, expressed in terms of the mean and the variance. The mean value represents the most likely output and the variance can be interpreted as a measure of its confidence. The obtained variance, which depends on the amount and the quality of the available training data, provides important information when it comes to distinguishing GP models from other computational intelligence methods.

As GP models are, due to their probabilistic nature, suitable for interpolation, i.e., when data is missing, and in addition to the mean value also provide variance, they were already used in stochastic optimizations with surrogate models [34].

3.1. Gaussian Process Modeling

A GP is a collection of random variables that have a joint multivariate Gaussian distribution. Assuming a relationship of the form \( y = f(x) \) between input \( x \) and output \( y \), we have \( y_1, \ldots, y_n \sim \mathcal{N}(0, K) \), where \( K_{pq} = \text{Corr}(y_p, y_q) = C(x_p, x_q) \) gives the covariance between the output points corresponding to the input points \( x_p \) and \( x_q \). Thus, the mean \( \mu(x) \) and the covariance function \( C(x_p, x_q) \) fully specify the GP.
The value of the covariance function \( C(x_p, x_q) \) expresses the correlation between the individual outputs \( f(x_p) \) and \( f(x_q) \) with respect to inputs \( x_p \) and \( x_q \). It should be noted that the covariance function \( C(\cdot, \cdot) \) can be any function that generates a positive semi-definite covariance matrix.

The most commonly used covariance function is a composition of the square exponential covariance function with "automatic relevance determination" (ARD) hyperparameters [8] and the constant covariance function assuming white noise:

\[
C(x_p, x_q) = v_1 \exp \left( -\frac{1}{2} \sum_{d=1}^{D} w_d (x_{dp} - x_{dq})^2 \right) + \delta_{pq} v_0, \tag{1}
\]

where \( w_d, v_1 \) and \( v_0 \) are the hyperparameters of the covariance function, \( D \) is the input dimension, and \( \delta_{pq} = 1 \) if \( p = q \) and 0 otherwise. Other forms and combinations of covariance functions suitable for various applications can be found in [6]. The hyperparameters can be written as a vector \( \Theta = [w_1, \ldots, w_D, v_1, v_0]^T \). The hyperparameters \( w_d \) indicate the importance of individual inputs. If \( w_d \) is zero or near zero, it means the inputs in dimension \( d \) contain little information and could possibly be neglected.

To accurately reflect the correlations presented in the training data, the hyperparameter values of the covariance function need to be optimized. Due to the probabilistic nature of the GP models, instead of minimizing the model error, the probability of the model is maximized.

Consider a set of \( N \) \( D \)-dimensional input vectors \( X = [x_1, x_2, \ldots, x_N]^T \) and a vector of output data \( y = [y_1, y_2, \ldots, y_N] \). Based on the data \( (X, y) \), and given a new input vector \( x^* \), we wish to find the predictive distribution of the corresponding output \( y^* \). From the training set \( X \), a covariance matrix \( K \) of size \( N \times N \) is determined. The overall problem of learning unknown parameters from data corresponds to the predictive distribution \( p(y^*|y, X, x^*) \) of the new target \( y^* \), given the training data \( (y, X) \) and a new input \( x^* \). In order to calculate this posterior distribution, a prior distribution over the hyperparameters \( p(\Theta|y, X) \) can first be defined, followed by the integration of the model over the hyperparameters

\[
p(y^*|y, X, x^*) = \int p(y^*|\Theta, y, X, x^*) p(\Theta|y, X) d\Theta. \tag{2}
\]

The computation of such integrals can be difficult due to the intractable nature of the non-linear functions, therefore, the general practice for estimating hyperparameter values is the maximum-likelihood estimation, i.e., minimizing the following negative log-likelihood function:

\[
\mathcal{L}(\Theta) = -\frac{1}{2} \log(|K|) - \frac{1}{2} y^T K^{-1} y - \frac{N}{2} \log(2\pi). \tag{3}
\]

GP models can be easily utilized for regression calculation. Based on the training set \( X \), a covariance matrix \( K \) of size \( N \times N \) is calculated. The aim is to find the distribution of the corresponding output \( y^* \) for some new input vector \( x^* = [x_1(N+1), x_2(N+1), \ldots, x_D(N+1)] \).

The predictive distribution of the output for a new test input has a normal probability distribution with a mean and variance

\[
\mu(y^*) = k(x^*)^T K^{-1} y, \tag{4}
\]

\[
\sigma^2(y^*) = \kappa(x^*) - k(x^*)^T K^{-1} k(x^*), \tag{5}
\]

where \( k(x^*) = [C(x_1, x^*), \ldots, C(x_N, x^*)]^T \) is the \( N \times 1 \) vector of covariances between the test and the training cases, and \( \kappa(x^*) = C(x^*, x^*) \) is the covariance between the test input itself.

As can be seen from (5) the GP model, in addition to a mean value, also provides information about the confidence of prediction using the variance. Usually, the confidence of the prediction is depicted with a \( 2\sigma \) interval, which corresponds to about 95% of the confidence interval. Considering the confidence intervals of all predictions, we obtain a confidence band, shown in grey in the example in Fig. 1. It highlights the areas of the input space where the prediction quality is poor, due to the lack of data or noisy data, by indicating a wider confidence band around the predicted mean.

![Figure 1: Modeling with GP models: in addition to the mean value (prediction), we obtain a 95% confidence band for the underlying function \( f \) (shown in grey).](image)

3.2. Sparse approximation

A noticeable drawback of “full” GP modeling is the computation load that increases with the third power of the amount of input data due to the calculation of the inverse of the covariance matrix. This computational complexity restricts the amount of training data to, at most, a few thousand cases. As multiobjective evolutionary algorithms usually require more than a few thousand evaluations, which serve as the training data for GP models, “full” GP modeling does not seem to be viable for our needs.

To overcome the computational-limitation issues and consequently to make the method viable for large-scale
dataset applications, such as stochastic optimization, numerous authors have suggested various sparse approximations. A survey of such methods can be found in [35, 36]. A common property of all these sparse-approximation methods is that they try to retain the bulk of the information contained in the full training dataset, but reduce the size of the covariance matrix so as to facilitate a less computationally demanding implementation of the GP model. Usually, this subset of the training data is called the active set. The computational complexity of such algorithms is $O(NM^2)$, where $N$ is the amount of training data and $M$ is the size of the active set.

We decided to use a state-of-the-art, sparse-approximation method named Sparse Gaussian Processes using Pseudo-inputs (SPGP) [37], which is in general determined as a fully independent training conditional approximation [36, 35]. The idea of this method is that instead of selecting a subset of the training data, it rather optimizes the locations of $M$ pseudo-inputs, as this seems to be easier to solve than the discrete subset selection problem. The pseudo-input locations are optimized based on the covariances between the training data points and the pseudo-inputs.

It should be noted that due to fewer data points being incorporated into the model (covariance matrix) and their arbitrary locations, the posterior of the SPGP model, especially the variance, can be somewhat different to the posterior of a “full” GP model. Such a case is illustrated in Fig. 2. It is clear that the mean value is very similar to the mean value obtained with the “full” GP model (Fig. 1), but the variance (95% confidence interval) is distinctly different from the variance obtained by the “full” GP model (Fig. 1).

4. Relations in Multiobjective Optimization

A multiobjective optimization problem (MOP) consists of finding the minimum of the function:

$$f : X \rightarrow Z$$

$$f : (x_1, ..., x_n) \rightarrow (f_1(x_1, ..., x_n), ..., f_m(x_1, ..., x_n)),$$

where $n$ is the number of variables and $m$ is the number of objectives, and where each solution $x = (x_1, ..., x_n) \in X$ is called a decision vector, while the corresponding element $z = f(x) \in Z$ is an objective vector. We use this problem formulation to describe the relations between the the solutions presented without and with uncertainty.

4.1. Relations without dominance

First, consider the case where all solutions of a MOP are exactly evaluated. As a rule, two solutions can be in exactly one of the following four relations.

Definition 4.1 (Pareto dominance). The objective vector $z$ dominates the objective vector $w$, $z < w$, iff $z_j \leq w_j$ for all $j \in \{1, ..., m\}$ and $z_k < w_k$ for at least one $k \in \{1, ..., m\}$.

Definition 4.2 (weak Pareto dominance). The objective vector $z$ weakly dominates the objective vector $w$, $z \preceq w$, iff $z_j \leq w_j$ for all $j \in \{1, ..., m\}$.

Definition 4.3 (strict Pareto dominance). The objective vector $z$ strictly dominates the objective vector $w$, $z \prec w$, iff $z_j < w_j$ for all $j \in \{1, ..., m\}$.

When $z = f(x)$, $w = f(y)$ and $z$ (weakly or strictly) dominates $w$, we say that solution $x$ (weakly or strictly) dominates solution $y$. In other words, solution $x$ is equal to or better than solution $y$. The weak Pareto dominance is a natural generalization of the $\leq$ relation, and the strict Pareto dominance is the natural generalization of the $<$ relation.

Definition 4.4 (incomparability). The objective vectors $z$ and $w$ are incomparable, $z \nleq w$ and $w \nleq z$.

Again, if $z$ and $w$ are incomparable, solutions $x$ and $y$ are incomparable.

4.2. Relations under uncertainty

Now consider the case where the objective values of the solutions are approximated by a surrogate model, e.g., a GP model, that is also able to provide the confidence interval for each approximated value. In such a case, the standard relations described previously are not suitable, but need to be adapted to accommodate the uncertainty. Every solution $x$ is represented with a vector of approximated objective values $z = (z_1, z_2, ..., z_m)$ and a vector of confidence intervals in each objective $\varepsilon = (\varepsilon_1, \varepsilon_2, ..., \varepsilon_m)$. In order to be able to compare the solutions represented in this way, the relations between the solutions under uncertainty are defined on the bounding boxes of their objective.

![Figure 2: Modeling with SPGP models: pseudo-inputs (dots) are arbitrarily located, i.e., not a subset of the training data points (circles).](image-url)
values. From the vectors of the approximated values and the confidence intervals the bounding box of an objective vector $z$ is designed as (Fig. 3):

$$BB(z, \varepsilon) = [z_1 - \varepsilon_1, z_1 + \varepsilon_1] \times [z_2 - \varepsilon_2, z_2 + \varepsilon_2] \times \ldots \times [z_m - \varepsilon_m, z_m + \varepsilon_m].$$

**Definition 4.5 (uncertain Pareto dominance).** The bounding box $BB(z, \varepsilon)$ uncertainly dominates the bounding box $BB(w, \delta)$, $BB(z, \varepsilon) \sim_u BB(w, \delta)$, iff for every $z^i \in BB(z, \varepsilon)$ and every $w^i \in BB(w, \delta)$: $z^i \prec w^i$.

If $z = f(x)$ with confidence $\varepsilon$, $w = f(y)$ with confidence $\delta$ and $BB(z, \varepsilon) \sim_u BB(w, \delta)$, then solution $x$ uncertainly dominates solution $y$. In other words, $x$ dominates $y$ with a (high) confidence (depending on $\varepsilon$ and $\delta$).

Fig. 4 presents the objective values $z^1, \ldots, z^5$ and their bounding boxes. We can see that $z^1$ uncertainly dominates solution $z^4$ ($z^1 \sim_u z^4$).

Analogously, other relations can be defined.

**Definition 4.6 (uncertain Pareto non-dominance).** The bounding box $BB(z, \varepsilon)$ uncertainly non-dominates the bounding box $BB(w, \delta)$, $BB(z, \varepsilon) \not\sim_u BB(w, \delta)$, iff for every $z^i \in BB(z, \varepsilon)$ and $w^i \in BB(w, \delta)$: $z^i \not\prec w^i$ or $z^i || w^i$.

Several examples of uncertain Pareto non-dominance can be seen in Fig. 4: $z^1 \not\sim_u z^2, z^1 \not\sim_u z^3, z^1 \not\sim_u z^4, z^1 \not\sim_u z^5, z^2 \not\sim_u z^1, z^3 \not\sim_u z^1$.

When $z = f(x) \in BB(z, \varepsilon), w = f(y) \in BB(w, \delta)$ and $BB(z, \varepsilon) \not\sim_u BB(w, \delta)$, we say that solution $x$ uncertainly non-dominates solution $y$. Only when the uncertainty is finally removed, e.g., the solutions are exactly evaluated, we learn whether $x$ dominates $y$ or they are incomparable.

**Definition 4.7 (uncertain incomparability).** The bounding box $BB(z, \varepsilon)$ is uncertainly incomparable with the bounding box $BB(w, \delta)$, $BB(z, \varepsilon) \not\| BB(w, \delta)$, iff for every $z^i \in BB(z, \varepsilon)$ and $w^i \in BB(w, \delta)$: $z^i \not|| w^i$.

Again, two solutions are uncertainly incomparable when the corresponding bounding boxes are uncertainly incomparable.

Finally, when none of the presented relations under uncertainty apply, two solutions are in an uncertain relation.

In Fig. 4, $z^5$ is uncertainly incomparable with $z^4$.

**Definition 4.8 (uncertain relation).** The bounding box $BB(z, \varepsilon)$ is in an uncertain relation with the bounding box $BB(w, \delta)$, $BB(z, \varepsilon) \sim_u BB(w, \delta)$, iff $BB(z, \varepsilon) \cap BB(w, \delta) \neq \emptyset$.

In Fig. 4, $z^5$ is in an uncertain relation with $z^2, z^3$ and $z^4$.

If solution $x$ uncertainly dominates solution $y$, then solution $x$ also uncertainly non-dominates solution $y$: $x \sim_u y \Rightarrow x \not\sim_u y$.

The uncertain Pareto dominance as well as the uncertain incomparability imply uncertain Pareto non-dominance.

If all the solutions are exactly evaluated, i.e., all their corresponding confidence interval widths equal zero, the relations presented in this subsection directly translate to the relations described in Subsection 4.1.

Using these relations under uncertainty, a multiobjective algorithm can often manage to compare two solutions without the need to exactly evaluate them first.

When in the comparison some uncertainty still remains, the solutions can be exactly evaluated to eliminate any doubt. This procedure can diminish the number of mistakes made due to wrong assessments of the solutions.

### 5. The GP-DEMO Algorithm

The GP-DEMO algorithm for surrogate-model-based optimization is, as the name suggests, built upon the DEMO algorithm [1]. DEMO is an evolutionary multiobjective algorithm based on Differential Evolution (DE) [38]. Like DE, DEMO is easy to understand and implement, and very effective on numerical problems. The main disadvantage of this algorithm is that it is not suited for solving combinatorial problems because the candidate creation uses vector addition and multiplication. DEMO is a steady-state evolutionary algorithm that adds candidate solutions to the existing population. Since they are immediately used for
generating new solutions, the algorithm’s convergence is accelerated. DEMO is also effective in uniformly spreading the solutions on the non-dominated front. This is done by removing the solutions from the extended population with the selection method taken from the NSGA-II algorithm [39]. GP-DEMO is very similar to DEMO. The difference is in that GP-DEMO approximates objective values and their confidence intervals with GP models and uses relations for comparing the solutions under uncertainty. After being approximated, solutions need to be exactly evaluated when 1) this is required to formalize a comparison (see subsection 5.1) and 2) they are the best found solutions (see subsection 5.2).

The GP-DEMO pseudocode is shown in Fig. 5.

**GP-DEMO**
1. Exactly evaluate the initial population $P$ of random individuals.
2. Build initial GP model.
3. While stopping criterion not met, do:
   3.1. For each individual $p_i$ ($i = 1, \ldots, \text{popSize}$) from $P$ repeat:
      (a) Create candidate $c$ from parent $p_i$.
      (b) Approximate the candidate with the GP model.
      (c) Compare under uncertainty $c$ and $p_i$ and keep either the best one or both (see Subsection 5.1).
   3.2. If the population has more than popSize individuals, use selection procedure under uncertainty.
   3.3. Update the GP model from the set of exactly evaluated solutions.
   3.4. Randomly enumerate the individuals in $P$.
4. Exacteally evaluate all approximated solutions on the front.

Figure 5: Outline of the GP-DEMO algorithm.

As already mentioned in Subsection 3.2, we decided to use the SPGP sparse approximation for GP modeling due to it having a much lower computational complexity than “full” GP modeling. Although the SPGP is a sparse approximation method, updating the model is a relatively slow operation. Therefore, we decided not to update the model after every new, exact evaluation becomes available, but only after every new generation. Such an approach seems natural for evolutionary algorithms and can be interpreted as batch learning. It should be noted that only exact evaluations are included in updating the model. This means that in the worst case, the number of solutions evaluated exactly is the same as the population size, and in the best case, no solution is evaluated exactly and as a result there is no need to update the model. The number of exactly evaluated solutions depends on the quality of the model. In general it is true that the better the model, the lower the number of exactly evaluated solutions. In some cases, when the fitness function is very complex and the GP model smooths it, even though the approximation mean value is accurate enough, the variance is too big, so solutions are evaluated exactly.

The update of the SPGP model is implemented as some kind of windowing technique. After every generation, the $n$ last exactly evaluated solutions are used to update the model, where $n$ is the window size. As we use the SPGP sparse approximation for GP modeling, $m$ data points (exactly evaluated solutions) are obtained as the active set. Both parameters, $n$ and $m$, are design parameters. It should be noted that the active set is calculated from scratch during every update, which means that the active set of the previous model is not used as the initial active set in the model update. Due to the nature of the optimization process, we do not want to keep the solutions from the whole decision space, but the solutions near the Pareto optimal front. Nevertheless, the GP model’s hyperparameters are preserved, as their values are not supposed to change much with each generation/update, and therefore the model optimization converges much more quickly.

The creation of the candidate solution from the parent the solution is done in the same way as in DEMO. The comparison of the candidate and parent solutions and the decision on the outcome are described in Subsection 5.1. The selection process where the number of solutions is reduced to the population size is also adapted for surrogate-model-based optimization with confidence intervals. This procedure is described in Subsection 5.2.

5.1. Comparing solutions under uncertainty
A comparison of the candidate and parent solutions in the GP-DEMO algorithm is based on the relations under uncertainty described in Subsection 4.2. There are six possible situations that can happen when comparing candidate $c$ with the vector of confidence intervals $\varepsilon$ and the parent $p$ with the vector of confidence intervals $\delta$:
1. If $c \parallel|\ v p$, both solutions are added to the population. In this case solutions $c$ and $p$ are certainly incomparable. Even if both solutions would be exactly evaluated and thus with confidence interval widths equal to zero, they would still be incomparable and the algorithm would still add both solutions to the population. Hence, no additional evaluations are needed in this case.
2. If $c \preceq u p$, solution $c$ is added to the population and solution $p$ is discarded.
   Here the solution $c$ is definitely better than the solution $p$, therefore no additional evaluations are necessary as they would not change the dominance relation.
3. If $p \preceq u c$, solution $p$ is added to the population and solution $c$ is discarded.
   This case is similar to the previous one.
4. If $c \not\preceq u p$, the algorithm checks $\varepsilon$. If $\varepsilon \neq 0$, the algorithm exactly evaluates $c$ and compares the solutions again. If $\varepsilon = 0$, the algorithm exactly evaluates $p$ and compares the solutions again.
   In this case solution $p$ is better in at least one objective and not worse in the others. In order to determine if either the solution $c$ dominates solution
p or they are incomparable, (at least) one solution needs to be exactly evaluated. Because c looks more promising, its confidence interval is checked. If its width is different from zero, meaning that the solution is approximated, the algorithm exactly evaluates solution c and then compares the solutions again. If the confidence interval width is equal to zero, meaning that c is exactly evaluated, then, in order to be able to compare the solutions, the algorithm exactly evaluates solution p and compares the solutions again.

5. If \( p \not\succ_a c \), the algorithm checks \( \delta \). If \( \delta \neq 0 \), the algorithm exactly evaluates p and compares the solutions again. If \( \delta = 0 \), the algorithm exactly evaluates c and compares the solutions again.

This case is similar to the previous one, except that the solution p is now more promising.

6. If \( c \sim_a p \), the algorithm checks \( \varepsilon \). If \( \varepsilon \neq 0 \), the algorithm exactly evaluates c and compares the solutions again. If \( \varepsilon = 0 \), the algorithm exactly evaluates p and compares the solutions again.

In this case the only way to see which solution is better is to exactly evaluate (at least) one solution. Because the candidate (offspring) has the potential to be better then the parent, the algorithm first checks if it is exactly evaluated. If it is not, the algorithm exactly evaluates it. If it is, the algorithm exactly evaluates the parent and then compares the solutions again.

5.2. Selection under uncertainty

The function of the selection procedure in an evolutionary multiobjective optimization algorithm is to limit the size of the population and to uniformly spread the solutions on the front. The selection procedure in GPDEMO is based on the selection procedure proposed in the NSGA-II algorithm. This selection procedure involves nondominated sorting and ranking using the crowding distance metric. In nondominated sorting all the nondominated individuals are allocated into the first front and the nondominated sorting is applied again to the remaining individuals. In this way, a sequence of fronts is obtained, where the individuals from the preceding fronts are preferred to those from the subsequent fronts. The new population is filled in turn with the individuals from the best fronts. If a front cannot fit into the population entirely, the individuals from this front are further ranked according to the crowding distance metric. Sorting based on crowding distance prefers individuals from less crowded regions of the objective space to ensure a good spread of solutions.

The problem that can occur when performing nondominated sorting with approximated solutions is that some solutions can wrongly dominate other solutions. For this reason those solutions are then dominated and can be discarded. As a result the process of finding the best nondominated solutions is misled. To prevent this from happening, the original selection procedure is modified so that the solutions that are either certainly or possibly (because of confidence intervals) on the first front are exactly evaluated. With this approach we ensure that the front of nondominated solutions is always accurate, there are no deficiencies in the optimization process, and the possibility of getting stuck in the local optima because of inaccurate approximations is reduced.

To calculate the crowding distance metric, the approximated objective values are used. In this step the algorithm does not exactly evaluate any more approximated solutions, to spare as many exact evaluations as possible.

6. Numerical Evaluation

This section describes the test problems that were used in this study, presents the settings used for testing, shows the results of the optimization, and compares the results gained with different algorithms. The section concludes with the discussion and explanation of the results.

6.1. Test problems

The test problems used in our study are all minimization problems and can be divided into two groups. The first group consists of known benchmark problems and the second group consists of two real-world problems. The benchmark problems were divided into easier and more complex problems to test all the aspects of the algorithms. The first of the two real-world problems is the optimization of a continuous steel casting process and the second one is the problem of finding the best correlation between a simulated and a measured electrocardiogram (ECG).

6.1.1. Benchmark problems

The benchmark problems are further divided into two subgroups. The first subgroup consists of three problems from [40] called BNH, OSY and SRN. All the problems are constrained and have two objectives. These three problems are relatively simple and are used to measure how many exact evaluations can be saved with surrogate-model-based algorithms in comparison to DEMO.

The second subgroup consists of the WFG test problems introduced in [41]. The WFG toolkit is used to construct a suite of problems that provides a thorough test for optimizers. The nine WFG problems, WFG1–WFG9, are formulated in such a manner that each poses a different type of challenge to the optimizers. The WFG toolkit tests the abilities of surrogate-model-based algorithms to find solutions comparable to the ones gained with DEMO on simple as well as complex problems.

6.1.2. The continuous steel casting problem

The continuous casting of steel is a very complex metallurgical process where molten steel is cooled and shaped into semi-manufactures of desired dimensions. The main components of the casting system (schematically shown in
Given the input parameters, the simulator computes the three output variables that are essential for the quality of cast steel: the output variables are the metallurgical length, the thickness of the solid shell at the mold outlet, and the surface temperature at the unbending point. As an optimization criterion, the difference between the output variable produced by the numerical simulator and its desired value is considered. Thus, the goal is to find such values of the input variables that all the criteria would be 0 or as close to 0 as possible.

The time needed to exactly evaluate one simulation of the steel casting process is approximately 2 minutes on a 3.4-GHz Intel Core i7 computer with 8 GB RAM.

6.1.3. The ECG problem

The second real-world test problem is the problem of finding the best correlation between a simulated and a measured ECG. An ECG is a diagnostic and monitoring tool that records heart activity by measuring, on the body surface, the electrical currents originating in the heart. Modeling the electrical activity of a human heart provides useful insight into the ECG generating mechanisms that can in turn be used to further the understanding of the ECG and improve its diagnostic benefits.

For this problem the ECG simulator presented in [44] was used. The simulator uses a simplified heart cell model consisting of the action potential (AP), a function which defines the heart cells’ electrical activity. Since we focus only on the difference between the T waves of the ECG traces, the full resolution and complexity of this simulator is not needed. Thus, a coarse model consisting of eight times fewer heart cells than the original model was used, enabling a faster simulation.

The input parameters (variables of the optimization problem) of the simulator consist of two groups of four parameters. Every group defines the AP of the heart’s cell layer.

This optimization problem consists of two objectives. For every objective, the objective function first calculates the Pearson correlation coefficient [45] between the simulated ECG and the ECG measured on one of the two location points on the body. Then, in order to get a minimization problem, the function calculates the objective value ($f$) by subtracting the Pearson correlation coefficient ($PCC$) from 1:

$$f = (1 - PCC).$$

When the simulated and the measured ECG are fully correlated, their Pearson correlation coefficient is equal to 1 and the objective value is equal to 0.

Solving this optimization problem consists of finding the right combination of variable values for setting the APs of the simulated heart in such a way that the simulated ECG is as close as possible to the measured ECG.
The time needed to exactly evaluate one solution of the ECG problem is approximately 15 seconds on a 3.4-GHz Intel Core i7 computer with 8 GB RAM.

6.2. Experimental setup

For the purpose of determining the quality of the results obtained with the GP-DEMO algorithm, a comparison was made with the DEMO algorithm and with the surrogate-model-based algorithm called Generational Evolution Control (GEC). We implemented GEC based on the algorithm NSGA-II-ANN from [14]. The basic idea of this algorithm is that during the optimization process in some generations all the solutions are exactly evaluated, while in others, all the solutions are approximated with a surrogate model. In their paper, the authors describe different versions of the NSGA-II-ANN algorithm. For the purpose of this research we chose the version of the NSGA-II-ANN algorithm that the authors claimed to be better than other versions. In this version the number of generations for exact evaluations is three, followed by seven generations of approximated solutions. This combination is then repeated during the whole optimization process.

To be able to perform a fair comparison of the algorithms, some modifications had to be made to the NSGA-II-ANN algorithm, and this modified algorithm is called GEC. In the GEC algorithm, GP modeling was used for the modeling instead of the artificial neural network (ANN), because the use of a different surrogate model would influence the results. Instead of the NSGA-II algorithm, the DEMO algorithm was used to ensure that the creation and combination of candidate solutions did not affect the results. At the end of the optimization process, in order to get a comparable hypervolume and nondominated solutions, all the approximated nondominated solutions get exactly evaluated. This ensures that the front of nondominated solutions is accurate and not approximated.

The algorithm parameter values used for the testing were the same for all three algorithms. They were set as follows:

- maximum number of solution evaluations: 10000,
- population size: 100,
- weight: 0.5,
- crossover probability: 0.3,
- selection method: the same as in NSGA-II.

The maximum number of solution evaluations for the continuous steel casting problem was 3000 instead of 10000 in order to save time and because after 3000 solution evaluations the hypervolume did not increase any more.

The GP-DEMO and the GEC algorithms used GP modeling to create the surrogate models. The modeling technique and the parameter values used were the same in both algorithms (see Section 3). The width of the confidence interval was equal to two standard deviations. This means that the probability that the exactly evaluated solution is within the confidence interval of the approximated solution is 95%. The size of the active and the window set was determined after trying different settings and was chosen as the best compromise between the time needed to build the model and the precision of this model for the approximation. The parameter values that were used are:

- size of active set: 350,
- size of window set: 500.

The experiments were run 30 times for each of the benchmark problems and 10 times for each of the real-world problems because of similar results and in order to save time.

6.3. Results

For every problem and for every algorithm four different measures were obtained:

- number of exact evaluations performed during the optimization process,
- final hypervolume,
- duration of the optimization process,
- number of nondominated solutions on the final front.

The results averaged over all the runs are presented in Tables 1–3.

For every problem the final fronts of all the tested algorithms are shown in Fig. 7–20.

6.4. Discussion

The analysis of the GP-DEMO algorithm was done by comparing it with two other evolutionary algorithms. The first one is the DEMO algorithm, which is known to be very effective and was used for comparing the quality of the results. The second one is the GEC algorithm, a surrogate-model-based evolutionary algorithm that was used to compare both the quality of the results and the number of exactly evaluated solutions performed during the optimization process.

The first set of benchmark optimization problems that was used for the testing (BNH, OSY and SRN) is composed of relatively simple optimization problems. Because of this simplicity, the GP modeling technique is able to create very precise models of their objective functions. Therefore, the approximated solutions have very narrow confidence intervals and are rarely required to be exactly evaluated. The comparison of the solutions with very narrow confidence intervals can usually be done without exactly evaluating them. This results in the GP-DEMO and GEC getting almost the same hypervolume as DEMO, but with fewer exactly evaluated solutions. On these problems, GP-DEMO exactly evaluated only between 3 % (BNH and SRN) and 15 % (OSY) of all the solution evaluations. The
Table 1: Results on BNH, OSY and SRN test problems

<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>Number of exactly evaluated solutions</th>
<th>Hypervolume</th>
<th>Optimization time</th>
<th>Nondominated solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNH</td>
<td>DEMO</td>
<td>10000</td>
<td>0.6881</td>
<td>00:00:05</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>401</td>
<td>0.6881</td>
<td>00:05:47</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3080</td>
<td>0.6880</td>
<td>00:14:18</td>
<td>100</td>
</tr>
<tr>
<td>OSY</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9641</td>
<td>00:00:05</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>1485</td>
<td>0.9640</td>
<td>00:24:36</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3078</td>
<td>0.9640</td>
<td>00:23:08</td>
<td>99</td>
</tr>
<tr>
<td>SRN</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9586</td>
<td>00:00:05</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>267</td>
<td>0.9579</td>
<td>00:02:49</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3091</td>
<td>0.9545</td>
<td>00:14:53</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2: Results on WFG test problems

<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>Number of exactly evaluated solutions</th>
<th>Hypervolume</th>
<th>Optimization time</th>
<th>Nondominated solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFG1</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9341</td>
<td>00:00:10</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>8291</td>
<td>0.9004</td>
<td>02:42:01</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3100</td>
<td>0.7478</td>
<td>00:38:08</td>
<td>11</td>
</tr>
<tr>
<td>WFG2</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9643</td>
<td>00:00:09</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>3991</td>
<td>0.9642</td>
<td>02:22:54</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3003</td>
<td>0.9602</td>
<td>00:38:11</td>
<td>44</td>
</tr>
<tr>
<td>WFG3</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9594</td>
<td>00:00:10</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>4864</td>
<td>0.9594</td>
<td>02:21:26</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3023</td>
<td>0.9580</td>
<td>00:37:26</td>
<td>85</td>
</tr>
<tr>
<td>WFG4</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9342</td>
<td>00:00:10</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>3508</td>
<td>0.9320</td>
<td>02:33:52</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3025</td>
<td>0.9226</td>
<td>00:37:13</td>
<td>25</td>
</tr>
<tr>
<td>WFG5</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9136</td>
<td>00:00:09</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>6710</td>
<td>0.9137</td>
<td>02:10:04</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3083</td>
<td>0.9135</td>
<td>00:38:56</td>
<td>73</td>
</tr>
<tr>
<td>WFG6</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9365</td>
<td>00:00:09</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>2003</td>
<td>0.9272</td>
<td>02:24:44</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3019</td>
<td>0.9289</td>
<td>00:37:33</td>
<td>70</td>
</tr>
<tr>
<td>WFG7</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9368</td>
<td>00:00:09</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>7897</td>
<td>0.9368</td>
<td>02:52:01</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3080</td>
<td>0.9238</td>
<td>00:38:42</td>
<td>23</td>
</tr>
<tr>
<td>WFG8</td>
<td>DEMO</td>
<td>10000</td>
<td>0.8653</td>
<td>00:00:10</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>3273</td>
<td>0.8656</td>
<td>02:22:14</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3022</td>
<td>0.8564</td>
<td>00:36:33</td>
<td>57</td>
</tr>
<tr>
<td>WFG9</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9206</td>
<td>00:00:09</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>8988</td>
<td>0.9207</td>
<td>02:42:01</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3077</td>
<td>0.8933</td>
<td>00:35:18</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 3: Results on real-world test problems

<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>Number of exactly evaluated solutions</th>
<th>Hypervolume</th>
<th>Optimization time</th>
<th>Nondominated solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous casting</td>
<td>DEMO</td>
<td>3000</td>
<td>0.5078</td>
<td>11:22:37</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>950</td>
<td>0.5078</td>
<td>35:20:05</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>1090</td>
<td>0.5074</td>
<td>39:28:39</td>
<td>97</td>
</tr>
<tr>
<td>ECG</td>
<td>DEMO</td>
<td>10000</td>
<td>0.9987</td>
<td>39:21:19</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GP-DEMO</td>
<td>8135</td>
<td>0.9986</td>
<td>36:35:18</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>GEC</td>
<td>3100</td>
<td>0.9925</td>
<td>13:16:04</td>
<td>22</td>
</tr>
</tbody>
</table>
particularity of the GEC algorithm is that the number of exact evaluations performed during the optimization process differs very little from one problem to another. Since in three out of ten generations the newly created solutions are exactly evaluated, in our case, with the maximum number of evaluated solutions equal to 10000, the number of exactly evaluated solutions is at least 3000. Additional exact evaluations are performed at the end of the optimization process where all the approximated solutions are exactly evaluated. Because of this strategy the number of exact evaluations performed with GEC varies between 3000 and 3100 on all the problems, which is a little more than 30 % of all the evaluated solutions.

The WFG test problems were the second set of benchmark problems. These problems are known to be hard optimization problems designed to thoroughly test any algorithm. Because of their complexity, the WFG objective functions are very difficult to model. This results in two possible problems. The first problem is that the confidence intervals of the approximated solutions are wider than on the previous set of test problems. Therefore, many solutions need to be exactly evaluated and the reduction in the number of exactly evaluated solutions was only between 10 % and 80 %. Secondly, the GP model could be in some cases overconfident in what are actually wrongly approximated predictions. Such cases occur when the modeled function has sudden changes in values and the GP model identifies these changes as outliers or noise. As the GP model, due to the probabilistic nature, smooths them, the approximation is wrong. When such changes are relatively large compared to the “usual” changes, the variance of the approximation is small and therefore the exact value is not inside the confidence interval. In order to prevent solutions from falling out of the confidence interval, we could make the confidence interval wider, e.g., three standard deviations, but since this happens rarely and the final results are still good, we did not change the width of the confidence interval. This case occurred on the WFG1 problem and the hypervolume obtained with GP-DEMO was slightly worse compared to DEMO (Fig. 10). The hypervolumes on the other WFG problems are very similar.

The results gained with GEC on the WFG test problems are the worst on almost all the problems. The final fronts have fewer solutions and lower hypervolumes. Because the GEC algorithm does not use the confidence interval when comparing solutions, the mistakes where an approximated solution wrongly dominates the other solutions occur more often. Because the surrogate models for the WFG test problems are not very accurate, the approximation errors are larger and more frequent. On all the WFG test problems, just before the end of the optimization process, the final fronts gained with GEC consisted of 100 solutions and their hypervolumes were competitive. After exactly evaluating these solutions, the results got worse. The reason why algorithms like GEC have this kind of problem is that early in the optimization process a wrongly approximated solution appears to be very good. This solution then prevents other high-quality solutions from staying in the population because it dominates them. At the end of the optimization process this solution is exactly evaluated as a low-quality solution, lowering the hypervolume since a part of the decision space gets weakly covered.

The analysis of the results from the real-world test problems show similar findings. The difference with real-world problems is that the whole optimization process takes longer because every exact solution evaluation is computationally expensive.

The first real-world problem is the problem of optimizing the continuous casting process in order to get the best possible quality of cast steel. The GP modeling technique is able to create an accurate surrogate model of the continuous steel casting process so the hypervolume and the size of the final front were almost identical for all three algorithms. The GP-DEMO algorithm exactly evaluated just a little over 30 % of all the solution evaluations. This percentage would be even higher if the stopping criterion would allow more than 3000 solution evaluations, because at the beginning the surrogate model is not as accurate.
Figure 9: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the SRN problem

Figure 10: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG1 problem

Figure 11: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG2 problem

Figure 12: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG3 problem

Figure 13: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG4 problem

Figure 14: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG5 problem
Figure 15: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG6 problem

Figure 16: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG7 problem

Figure 17: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG8 problem

Figure 18: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the WFG9 problem

Figure 19: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the ECG problem

Figure 20: Fronts of non-dominated solutions found by DEMO, GP-DEMO and GEC on the continuous steel casting problem
as it becomes after updates. With more precise surrogate models, the confidence intervals become narrower and less exact evaluations are needed. Because one exact evaluation takes more than two minutes, the time needed for optimization with GP-DEMO on this problem is three days shorter than with DEMO.

The analysis of the results on the ECG problem shows similar algorithm behavior as was seen on the WFG test problems. The surrogate models created during the optimization process return quite narrow confidence intervals. However, because the solutions on the front are very close to zero, and also very close to one another, this confidence interval still turns out to be relatively wide. This then results in GP-DEMO achieving a small saving in the number of exactly evaluated solutions, but still managing to get results that are as good as the ones gained with the DEMO algorithm. The GEC algorithm has difficulties once again in reaching the same quality of results, and the number of nondominated solutions on the final front is small.

If we compare the times needed for optimization we can see that for the benchmark problems, where one exact evaluation is almost instant, DEMO finds final fronts in a few seconds. With GP-DEMO and GEC the optimization times are longer because of the time spent building the surrogate models. If the solution evaluations are very fast, the DEMO algorithm is best, but on real-world problems, where exact solution evaluations take more time, GP-DEMO becomes more suitable because the optimization times are shorter and the quality of the results is comparable to the quality obtained with DEMO. In comparison with the other two algorithms the GEC algorithm sometimes needs fewer exact function evaluations, but its biggest problem is that the quality of the results is worse (see the WFG and ECG problems).

For the benchmark problems we calculated how long one exact solution evaluation should take, so that the optimization times of GP-DEMO and DEMO would be equal. These border times are shown in Table 4. If the time needed for one exact solution evaluation is known, this helps us choose which algorithm to use in order to get good results as fast as possible. On the test problems that can be accurately modeled the border times are very short and on problems with less accurate surrogate models these times are slightly longer. These times could be further reduced by optimizing the GP modeling procedure. For example, the update of the surrogate models could be made parallel for every objective and also the update of the GP models could perhaps be performed less often.

7. Conclusion

In this paper the newly developed surrogate-model-based multiobjective evolutionary algorithm GP-DEMO is presented. GP-DEMO is based on the algorithm DEMO using the GP model as a surrogate model for approximating solutions. To prevent wrongly performed comparisons of the solutions due to inaccurate approximated solutions, new relations for comparing solutions under uncertainty is suggested. These relations, also considering the confidence intervals of the approximation, are used for every comparison during the optimization process instead of the Pareto dominance relations. This prevents cases where an inaccurately approximated solution wrongly dominates a better solution, which results in slowing the optimization process or even in not finding the best solutions. The comparison of the candidate and parent solutions and the selection process for maintaining the population size are modified in such a way that we determine which solutions should be exactly evaluated to minimize the possibility of a wrongly performed comparison and still find optimal results with as few exact evaluations as possible.

We tested GP-DEMO on 12 different benchmark and two computationally expensive real-world problems. To assess the quality of the result, we solved those problems with another surrogate-model-based evolutionary algorithm called GEC and with DEMO. The assessment was based on the number of exactly evaluated solutions, hypervolume value, optimization time and the number of nondominated solutions on the final front.

Comparing the hypervolume and the highest number on nondominated solutions on the final fronts, DEMO, as expected, obtained the best results, but the number of exactly evaluated solutions was a maximum as there is no solution approximations. On the other hand, the hypervolume values and the number of solutions on the final fronts obtained by GP-DEMO were almost identical to those obtained by DEMO on almost all the problems, but the number of exactly evaluated solutions performed by GP-DEMO was much lower, between 4% and 80% of all the exact evaluations, depending on the problem. In comparison to GP-DEMO and DEMO, the GEC algorithm obtained similar hypervolume values and the number of solutions on the final fronts on less complex problems, but worse on more complex problems due to the previously described problem of wrongly performed comparisons. As GEC has fixed evolution control, the number of exactly evaluated solutions was around 30% of all the evaluations.

A comparison of the optimization time shows that for benchmark problems DEMO is the most suitable of the compared algorithms, but it is not suitable for computationally expensive real-world problems. In contrast, both surrogate algorithms are more suitable for computationally expensive real-world problems, because the time needed for training and updating the surrogate models on benchmark problems takes up most of the whole optimization time.

As the quality of the results obtained by GP-DEMO and DEMO was very similar, we calculated the border time of one exact solution evaluation. If the exact solution evaluation is longer than the border time, then the optimization time of DEMO is longer than the optimization time of GP-DEMO. Therefore, we can say that in the case of a multiobjective optimization problem where one solution evaluation takes more than the border time and
the quality of the results is important, GP-DEMO should be used.

Our future work will focus on improving the GP-DEMO algorithm. The first possibility is to speed up the optimization time by updating all the surrogate models after each generation in parallel. Later on we will work on GP modeling in order to speed up the update process and achieve approximations more accurately. Finally, instead of using a single model the algorithm will be extended to exploit two surrogate models, a global one, covering the whole space, and a local one, concentrating only on the current best solutions, but in greater detail.
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<table>
<thead>
<tr>
<th>BHN</th>
<th>OSV</th>
<th>SHN</th>
<th>WFG1</th>
<th>WFG2</th>
<th>WFG3</th>
<th>WFG4</th>
<th>WFG5</th>
<th>WFG6</th>
<th>WFG7</th>
<th>WFG8</th>
<th>WFG9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0.2</td>
<td>0.02</td>
<td>5.7</td>
<td>1.4</td>
<td>1.6</td>
<td>1.4</td>
<td>3.4</td>
<td>1.1</td>
<td>4.9</td>
<td>1.3</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Table 4: Border time (in seconds) for one exact solution evaluation where optimization time for GP-DEMO and DEMO take the same amount of time.


